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Y POREWORD

‘ﬁgihc increasing severity of military electromagnetic environments
and the potentially adverse effects of these environmente on per~
formance of air-launched ordnance systems have reached the point where
they pose a threat to‘€h¢>successfu1 deployment of air-launched ordnance
systems., To counter this threat, the U.S. Air Porce has developed
an Blectromagnetic Radiation (EMR) Hardness Program to ensure that
adequate EMR hardening measures are incorporated into the design, devel-
opment, and production of future systems to protect them from EMR opera-
tional environments.

This handbook provides guidance for establishing, implementing,
and managing an effective EMR hardness program throughout the life
cycle of an air—launched o:rdnance system. EMR hardness is one of sev~
eral disciplines concerned with the detrimental effects of electromag-~
HRRO. CWhile this handbook is directed specifically to EMR hardness,
the progran established should be coordinated and consolidated with
all other electromagnetic effects disciplines invoked on _the system
to provide efficient and cost effective solutions to %hefpiectromagnetic

effects problems. .{;_3?

| Beneficial comments (recommendations, additions, deletions).and any

E pertinent data which may be of use in~impreoving.this document should
i be addressed- tor—RSHie Kir—Pevelopment Center, RADC (RBE=-2), Griffiss
1 APB, NY 13441, by using the self-addressed Standardization Document

' Improvement Proposal (DD Porm 1426) appearing at the end of this

1 document or by letter.
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SECTION 1 -~ INTRODUCTION

1.1 PURPOSE. The purpuse of this document is to provide program
managers and system designers with guidance for the design, develop-
nent, and anquisition of air launched ordnance systems which are hard-
ened againat the datrimental effects of electromagnetic radiation (EMR).

1.2 SCOPR. The material in this handbook is intended to be applied
during the development, design, production, and deployment of air launched
ordnance syatems. The material is designed to provide protection for
air launched ordnance systems during that portion of the life coycle
from the time the svstem is attached to the delivery aircraft until
the system impacts a target. The EMR environments are considered to
extend from 1 MHz to 100 CHz.

1.3 FORMAT. The material in the remainder of the handbook {s divided
into five sections and fifteen appendices.

Section 2 (Referenced Documents) lista militanry documents which

may be tailored to fnvoke EMR hardnesa requirements and control into
the acquisition process. While there are currently no government speci-
fications or standards which specifically address EMR susceptibility

. or vulnerability of air launched ordnance systems, the more general

) electromagnetic compatibility (EMC) documents listed in this section
can be tailored to address the FMR hardness problem in contractual

. documentation. The {nformation in this section is intended for govern-

ment management and procurement personnel who are responsible for ensur-
ing that EMR hardness is adequately addressed in contract documents.
(Information on tailoring specifications and standards is presented
in Appendix J.) .

Section 3 (The EMR Vulnerability Problem) describes the natures,
causes, and effects of EMR vulnerability. The information in this
section is intended for manarement, design, and engineering personnel.
It aseeks to convey an undarstanding of the overall EMR vulnerability
problem and to provide gensral descriptions of the EMR environment,
the environment-to-system coupling mechanisms, and the degradation
effects of EMR vulnerabjlity.

Section 4 (EMR Hardness Control and Management) describes an
overall management approach for implementing an EMR hardness program
over the entire life cycle of an air launched .ordnance system. The
material in this section i{s ‘ntended primarilvy for program managers
and EMCAB personnel who are responsible for the development, implementa-
tion, and control of EMR hardness programs for ajir launched ordnance
systems.

Section 5 (EMR Harden‘ng Design) describes an overall approach
and the specific procedures that contractor personnel may utilize to
ensure that the EMR hardness requirements are satisfied during the

) development and fabrication of a svystem. The information in this sec-
tion 4s intended primar‘ly f~r contractors' management, design, and

o\
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enginesring personnel who are responsible for incorporating adequate
EMR hardness into the design and fabrication of air launched ordnance
systens. The material in this section will also be of interest to
government program managers and EMCAB personnel who are responsible
for monitoring and evaluating contractors' EMR hardness efforts.

Section 6 (EMR Hardness Measurement Program) describes an over-
all test and evaluation plan to verify the EMR hardness of a system.
The information in this ssotion is intended for both the program office
personnel who are responsible for establishing and evaluating an over-
all measurement plan and the contractor personnel who are responsible
for developing an EMR hardness test plan and performing EMR hardness
tests,

The appendices describe in greater detail major areas which
must be addreased in an EMR hardness program and provide additional
guidance for addressing these areas. The appendices include the fol-
lowing:

A. EMR Environment

B. EMR Environment Forecasting Capabilities at ECAC

C. Analysis and Prediction

D. The lntrasystem Analysis Program (IAP)

E. Establishing Susceptibility Levels .

F. Establishing EMR Hardness Criteria

G. EMR Hardness Design Practices

H. EMR Hardness Measurement Techniques

I. EMR Hardness Considerations in Program Documents

J. Talloring of Specifications and Standards

K. Outline for EMR Hardness Program Plan

L. Outline for EMR Hardness Control Plan

M. Outline for EMR Hardness Test Plan

N. EMR Hardness Bibliography

0. Definitions and Acronvms
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SECTIOR 2 - REFPERENCED' DOCUMENTS

2.1 ISSURS OF DOCUMENTS.

The foilowing documents of the issue

in effect on date of invitation for bids or request for proposal,
form a part of this handbook to the extent specified herein.

SPECIFICATIONS
MILITARY
MIL-B-6051

STANDARDS
MILITARY
MIL-8TD-461

MIL-8TD~462
MIL~STD~463

MIL-8TD-1377

.) MIL~STD~1541

RARDBOOKS
MILITARY
MIL~HDBK-237

Electromagnetic Compatibility Requirements,
Systems

EBlectromagnetic Interference Characteristics,
Requirements For Equipment

Electromagnetic Inter ference Characteristics,
Measurenent Of

Definitions and System Of Units, Blectronmagnetic

Interference Technology

Effectiveness of Cables, Connectors,
Weapon Enclosure Shielding and Pilters
In Precluding Razards of Electromagnetic
Radiation to Ordnance; Measursnent of

Electromagnetic Compatibility Requicements
For Space Systems

Electromagnetic Compaubuity/lnterfe:ence
Program Requirements

(Copies of specifications, standards, drawings, and publications required
by contractors in connection with specific procurement functions should
be obtained from the procuring activity or as directed by the contracting

officer.)

>
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3ECTION 3 - T{E EMR VULNERABILITY PROBLEM:

3.1 CAUSES AND* EFFECTS OF EMR VULNERABILITY. The mission require-
ments of air launched ordnance systems cdictate that they opecate in
intense and highlv complex electromagneti: environments. From the
time the system is attacted to the delivery aircraft until it impacto
a target, it is exposed to electromagnetic radiation from emitters
aboard the delivery aircraft. from emjtters aboard other aireraft,
or from emitters located on the ground. The environment created by
these emitters may contain aignals which reach hundreds of volts per
meter in level, emplov complex modulations, and span a frequency range
of 1 MHz to 100 QHz. If these signals are ¢oupled into sensitive eleo-
tronic circuits of the air launched ordnance system, then degradation
of circuit performance may oncur. Any degradation which is sufficient
to compromise the system mission econstitutes electromagnetic vulnera-
bility.

3.2 THE EMR ENVIRONMENT. The increased use of high power electromag-
netic emitters has hrought about sources with effectjve radiated power
(ERP) output levels ranging up to tens of megawatts. These sources,
which are very often designed to intentionally radiate power within
selected portions of the RF spectrum, can create verv intense electrq-
magnetic fields at large djstances from the source location. Where
tactjcal requirements or spatial limitations dictate the operation
of sensitive electronic systems in c¢lose proximity to these sources,
the systems mav be exposed to electromagnetic field levels which far
exceed the normal desizn requirements of the systems.

Any high power emitter may create EMR vulnerability problems,
either through the unintentional or intentional radiation of EM energy.
Intentional sources are those designed specifically to radiate EM energy,
for example, radar, commnication, EW, Navaids, or other type systems.
The predominant sources are those with high power output levels and
highly directive antennas. In particular, many pulsed radar systems
radiate extremely high peak power levels. Systems which are jlluminated
by the majin beams of pulsed radar antennas may be subjected to field
intensity levels of hundreds of volts per meter.

In the performance of its intended missions, an air launched
ordnance system will be exposed to several different electromagnetic
environments created by different combinations of radiation from sources
located on the delivery aircraft, on other aircraft, and on the ground.
The composite of these environments will be characterized by intense
electromagnetic fields, signal frequencies ranging from 1 MHz to 100
GHz, and complex signal modulations. Such an environment poses a major
EMR threat to the operation of an air launched ordnance system. To
insure that this threat is minimized or eliminated, it is mandatory
that the operating environment of the svstem be well defined in order
to permit the determination and incorporation of appropriate system
hardening techniques.
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The Electromagnetic Compatibility Analysis Center (ECAC) has
developed & capability for defining composite environments for air
launched ordnanoe systems. Thias capability provides a means of defin-
ing the EMR environment for a given system based on the system type
and function, the tvpe of deliverv aircraft, other aircraft involved,
the theater(s) of operation and the types of targets.

3.3 ENVIRONMENT-TO-SYSTEM COUPLING. Coupling is defined &3 the means
by which a magnetio, electric, or electromagnetic field produced by
one syatem induces a voltage or current in another system, and is broadly
clasaified as conduotive or free-space coupling. Conductive coupling
ocours between two systems when the systema are physically connected
with a conductor and share a common impedance. Free-space ooupling
is the transfer of electromagnetic energy between two or more systems
not directly interconnected with a conductor. Depending upon the dis-
tance dbetwsen the systems, free-space coupling is usually defined as
either near-field or far-fjeld. Near-field coupling can be subdivided
{nto inductive or capacitive coupling, according to the nature of the
electromagnetic fleld. In Snductive counling, the magnetic field set
up by the source links the receptor. Capacitive coupling is produced
by an electric field between the source and receptor.

Radiation of energy by electromagnetic waves is the principal
coupling mechanism in far«field coupling. The term, radiated coupling,
is sometimes used to describe both near-field and far-field coupling.
However, radiated coupling is generally accepted as the transfer of
energy from a source to a receptor by means of electromagnetic wave
propagation through space according to the laws of wave propagation.

During the life cycle of an air launched ordnance system, unde-
sired electromagnetic energy may be transferred to the aystem via radi-
ated coupling from sources on the delivery aircraft, on other aircraft,
or on the ground. The amount of energy which is coupled will he depen-
dent upon the size and configuration of the system, the orientation
of the system with respect to the energy source, and the frequency
and polarization of thie incident energy.

Energy which is coupled to a syatem from an incident electromag~
netic field will cause current to flow on the surface of the system.
If these currents are interrupted by a discontinuity in the form of
a hole or seam in the surface, the field will penetrate into the inter-
jor of the system. The amount of penetration will depend upon the
distribution of current on the system surface and the size and configur-
ation of the hole. Once penetration has occurred, the undesired erergy
may be coupled to internal circuits and components through a combina-
tion of conducted/free-space coupling paths., If the system is unable
to distinguish the coupled energy from legitimate signals, the system
performance may be degraded.

3.4 DEGRADATION EFFECTS. Undesired RF energy which is coupled to
a semiconductor device will be absorbed by the device. The amount
of energy absorbed will depend on the level of energy coupled to the
device via interconnecting wiring and cables, the frequency of the
undesired signal, the type and operating conditions of the device in-
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volved, the device port into which the energy is coupled, and the imped-
ance of the injiection port. The effect of the coupled energy on the
device performance can range from an alteration of the device operating
characteristics to device failure. At low levels of power absorption
the predominant effect wiil be device performance degradation whereas
higher levels of power absorption will result in device failure.

The basfc mechanism by which device performance is affected
is rectification of the coupled RF energy at p-n junctions. The rec-
tified current (voltame) will appear as a dc or video signal dapending
upon the modulation characteristics of the RF energv. For CW RF energy,
the rectified current will produce a DC shift in the quiescent operat-
ing point of the device. For pulsed RF, the operating point effectively
becomes a superposition of the original (no RF) value with a video
signal which is a replica of the RF envelope.

The affect of device performance degradation or fajlure on sys-
ten performance will depend upon the function of the circutt in which
the device is amploved and the function of interconnected circuits
and subsystems. For example, CW RF energy which is rectified in an
analog amplifier may cause a shift in the quiescent operating noint
of the amplifier or change the amplifier gain. Similarly, a change
of atate may be nduced in a digital circuit. V¥here the undesired
signal is modulated, the detected modulation waveform may.appear as
an output of the device. These effects may be propagated through inter-
connected circuits and subsystems and demrade the opearation of the
circuit or subsystem. The specific effects of coupled energy on cir-
cuit, subsystem, and svstem performance can only be determined by the
system designer, beginning with a determination of the effects produced
or specific devices and then z2nalvzing the impact of device performance
degradation or failure on circuit and subsystem behavior.
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SECTION 4 - EMR HARDNESS CONTROL AND MANAGEMENT.

4.1 PROGRAM MANAGER'S RESPONSIDILITIRS. The program manager is re-
sponsible for ensuring that an effective EMR hardness progranm plan
is develored early in the concept development phase of the program
and that the EMR hardness program defined in this plan is implemented
and evaluated throughout the life cycle of the syatem being developed.
The program manager should ensurz that:

a. EMR hardnesa requirements are defined and oonsidered during
trade~off studies of alternate concepts for satisfying the
required operational capabilities.

b. Adequate schedules and budgets are established to accomplish
the required EMR hardness actions.

¢. The EMR hardness aspects of the system being developed are
adequately addressed in the Decision Coordinating Paper (DCP)
at the conclusion of each development phase.

d. The EMR hardness requirements for the systen are adequately
defined in the Request For Proposal (RFP), .

e. The pontractor is satisfying the EMR hardness requirements
in the system design.

f. The contractor is satisfving the EMR hardness requirementa
in the fabrication of the system.

g. The pre-production prototvpe system is susceptibility tested
and passes a vulnerability analysis,

h. The EMR hardness characteristics of the system are maintained
during production.

i. The production model system {s susceptibility tested and
passes a vulnerability analysis.

To assist him in meetirg these responsibilities, the program
manager should establish an electromagnetic compatibility advisory
board (EMCAB) early in the concept development phase of the program
to serve as a major resource for the development, implementation, con-
trol, and review of an EMR hardness program.

4.2 THE ELECTROMAGNETIC COMPATIBILITY ADVISORY BOARD (EMCAB). THE
purpose of the EMCAB is to assist the program manager in establishing,
implementing, and controlling an electromagnetic effects program which
shall include an EMR hardness program. The EMCAB should normally ocone
sist of 2 to € members (cepencding nn the 3ize and complexity of the
program) with extensive experience and expertise in EMC engineering.

In addition tc the EMR harcness program, the EMCAB should have the
responsibility for satisfying the requirements for any other electromag-
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netio effects specified in the Progrum Management Directive (PMD).
These additional EM effects may include any combination or EMC, EMP,
ECCM, HERO, RADHAZ, and other poasible EM disciplines. The membership
of the advisory board should be tailonred to provide the expertise re- ‘
quired to address the EM disciplines to be satisfied.
With respect to the EMR hardness program, the EMCAB should:

a. Obtain PMR environmant forecasts as required during the davel.
opment and acquisition phases of the program.

b. QGenerate an EMR hardness program plan.

¢. Eatablish schsdules and budget estimates for accomplishing
the EMP hardness program.

d. Prepare EMR hardncss inputs to Decisior Coordinating Paners.

e. Prepare EMR hardness requirements for inclusion in the 3S0W
and RFP,

f. Evalvate the EMR hardness aspects of pruposals.

g. Evaluate contractor EMR hardness control plans ard test plans.
h. Monitor contracter ENR hardnesx: efforts and programs.

i+ Identify and resolve EMR hardness problems which arise,

. Evaluate contractor EMR hardness test data.

k. Assist in making arrangements for system susceptibilitv tests
and rulnerability analyses.

The program manager should ensure that the IMCAB is organized
sufficiercly earlv iu the concept development phase ¢ the program
8o that the board can participate in trade-off studies of alternate
conoepts and can assist in establishing adequate schedule and budget
estimates to implement a comprehensive EMR hardness program. In the
organization of the advisory board, the program munager should snsure
that the board's responsibilities are clearly defined and that suffi-
client authority is given to the board to accomplish its goals.

4.2 THZ BEMR HARDNESS PROGRAM PLAN. The EMR hardness prograr plan
1s the top level management dccument for the complete EMR hardness
program to be conducted throughout the life cycle of the air launched
ordnance system being developed. The EMR hardneas program defined
in the program plan should he tailored to the specific operational
requirements and the anticipated FMR environment for the system being
developed. The plan should be prepared in accordance with the outline
presented in Appendix ¥.

" L
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The EMR hardnesa program plan should inclucde the rollowing types
of information:

4. Deascription of the overall management, organizational and
technical framework of the EMR hardness program.

b. Definition of tasks and milestones of the EMR hardness pro-
gram.

. Assignment of responsibilities for EMR hardnesa tasks.
1. Delegation of authority for EMR hardness actions.
e¢. Description of the implementation of the EMR hardness program.

f. Desoription of the EMR hardneas tasks to be accomplished
in each phase of the syatem life cyecle.

The EMR hardness program plan should be reviewed and updated
as the program progresses through the acquisition cycle. As a minimum,
the program manager and the EMCAB should jointly review the EMR hard-
ness program plan at the conclusicn of each acquisition phase to ensure
that the program plan accurately reflects the current rcquirononts
of the aystem being developed. oo

4.3.1 ORGANIZATION AND MANAGEMENT. The EMR hardness program plan
should clearly describe the organizational and management structure
of the EMR hardness program for the particular project. The program
plan should estatlish which Air Force, other DoD, and contractor organi-
zations will be required to participate in the EMR hardness program
and identify the communication channels and contact points between
the various organizations and the program office. The program plan
should include schedule and budget estimates for each of the partici-
pating organizations.,

4§,3.2 ASSIGNMENT OF RESPONSIBILITIES AND AUTHORITY. The EMR hard-
ness program plan should clearly define the reaponsibilities and goals
of each participating organization in the overall EMR hardnesa program.
The program plan should delegate adequate management responsibilities
and authority to appropriate organizations and individuals to ensure
that the entire EMR hardness program organization can function and
accomplish 1ts goals.

Under the direction and approval of the. program manager, the
EMCAB should have primary responsibility and authority for developing,
implementing, and managing the EMR hardness program.

4,3.3 INCORPORATING EMR HARDWESS IN PROGRAM LIFE CYCLE. The EMR
hardrieas prograin plan should clearly define the objectives, tasks,
and milestones of the EMR hardness program. In addition to aasigning
responsibilities for the various EMR hardness taska and actions, the
program plan should describe how and when these tasks and actions are
to be accomplished in relationship with the various phases of the sys-
tem life cvele. The program plan should ensure that the EMR hardness

1

3
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actions are acoomplished in a manner which will provide maximum benefit
at minimum cost, and at the same time, will cause minimum delay in
the development of the system.

4.3.3.1 PROGRAM LIFE CYCLE PRASES. The five life cycle phases of
a typical air launched ordnance system are listed below:

a. Concept Development

b. Concept Validation

6. Full-scale Development
d. Production

e. Deploynment

Certain EMR hardness activities must be accomplished during
each of theae life cycle phases. 1In addition, these activities must
be accomplished in a certain sequence, both to assure the efficient
accomplishment of the overall EMR hardness program and to maintain
a smooth flow of the acquisition process.

§,3.3.2 CONCEPT DEVELOPMENT PHASE. The EMR hardness activities which
should be accomplished in the concept development phase of the program
are depicted in the flow diagram shown in Figure 4-1. The program
manager should organize an EMCAB as early as possible in this phase
of the program to assist him in establishing and implementing an EMR
hardness program. The first actions of the EMCAB should be directed
to obtaining an EMR environment forecast defining the EMR environment
in which the system will be required to operate and to developing an
EMR hardness program plan. The Electromagnetic Compatibility Analysis
Center (ECAC) at Annapolis, Maryland has developed the capability for
generating EMR environment forecasts for air launched ordnance systems.
The EMCAB should establish contact with ECAC, alert them that a request
for an EMR environment forecast is foerthcoming, and obtain information
as to what types of input information will be required to request the
forecast. ECAC's request procedures are described in Appendix B.
Operational deployment information (anticipated delivery platforms, ’
mission scenarios, and antioipated target parameters) will be required
to define the anticipated EMR environment. The accuracy and complete~
nesg of the EMR environment forecasts obtained in the early stages
of a program will probably be limited by the degree to which the opera-
tional deployment information is defined. Hence, the EMCAB should
make a concerted effort to supply ECAC with the best possible informa-
tion in the request for an EMR environment forecast.

At the same time that the EMR environment forecast is being
obtained from ECAC, the EMCAB should be generating an EMR hardness
program plan tailored to the system to be developed. The program plan
should completely describe the EMR hardness program to be conducted
throughout the life cycle of the system to be developed.

After the EMR hardness program plan has been completed and ap~
proved and the EMR environment forecast has been received from ECAC,
the EMCAB and the program manager should establish schedule and budget

12
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estimates for accomplishing all of the tasks of the EMR hardneass pro-

gram. This effort will require the program manager and the EMCAB to

interface with the organizations assigned responsibilities under the .
program plan to obtain their inputs to and concurrence with the schedule

and budget estimates.

At this stage of the program, the EMCAB should perform an analy-
sis to determine if the system, as proposed, can operate in the antici-
pated EMR environment. If more than one concept is being considered,
this analysis can serve to establish the relative magnitudes of. the
EMR hardness requirements of the alternate concepts. If a single con-
cept is being considered and the results from the analysis indicate
that tho aystem can not operate in the anticipated EMR environment,
an alternate concept will have to be developed which satisfies the
required operational capabilities, and, at the same time, is capable
of operating in the anticipated EMR environment. The results from
the analysis should be used to establish an initial estimgpte of the
EMR hardness requirements for the remainder of the program.

Near the conclusion of the concept development phase, the EMCAB
should prepare the EMR hardness documentation for inclusion in the
Decision Coordinating Paper (DCP). This documentation should include
& description of the tasks of the EMR hardness program that have been
accomplished, the results from these tasks, an estimate of the tasks
remaining to be accomplished, and an assessment of the risks 1nvolved
in completing the EMR hardness progran.

At the conclusion of the concept development phase, the EMCAB
should update the EMR hardness program plan to reflect the current
status of the EMH hardness program. The update of the EMR hardness
program plan must be sufficiently detailed to assure continuity in
the EMR hardness program in the transition from the concept develcpment
phase to the concept validation phase.

4.3.3.3 CONCEPT VALIDATION PHASE. The EMR hardness acivities which
should be accomplished in the concept validation phase of the program
are depicted in the flow diagram shown in Figure 4-2. The primary
emphasis of the EMR hardness program during this phase should be directed
to establishing the EMR hardness requirements for inclusion in the
Request For Proposal (RFP) for the full-scale development system.

The EMCAB should contact ECAC, alert them that an updated EMR
environment forecast will be required, and obtain information as to
what types of input information will be required to request the updated
forecast. The EMCAB should then initiate an effort to obtain updated
performance, operational, and tactical information in accordance with
ECAC's requirements and prepare a request for an updated EMR environ-
ment forecast. After the updated forecast is obtained, the EMCAB should
perform an analysis to determine if the system, as being develcped,
can operate in the updated EMR environment. The results from the analy-
ais should be used to establish the EMR hardness requirements for inclu-
sion in the Statement Of Work (SOW) and the RFP ror the full-scale
development model of the system. After the EMR hardness requirements
have been established, the EMR hardness test and analysis requirements ‘

it
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for inolusion in the RFP and the Test and Evaluation Master Plan (TEMP)
should be developed.

Near the conclusion of the concept validation phase. thc EMCAB
should prepare the EMR hardness documentation for inclusion in the
DCP. At the oonclusion of the cocnuept validation phase, the EMCAB
should update the EMR hardnesa program plan to assure continuity in
the EMR hardness program in the transition from the concept valida-
tion phaoe to the full-scale development phase.

4,3.3.4 FULL-SCALE DEVELOPMENT PHASE. The EMR hardness activities
which should be accomplished in the full-scale development phase of
the program are depicted in the flow diagram shown in Figure 4-3.
The primary emphasis of the EMR hardness program during this phase
should be directed to ensuring that the contractor incorporates suffi-
cient EMR hardening in the design and fabrication of the full-scale
development model of the system., The EMCAB should ensure that the
RFP for the acquisition of a pre-production model of the aystem adequately
defines the EMR hardness requirements for the system and requires the
bidders to address hcw they propose to satisfy the EMR hardness require-
wents in theilr proposals. The contract should require the successful
bidder to submit an EMR hardness control plan describing in detail
how he will satisfy the EMR hardness requirements in the design and
fabrication of the system and an EMR hardness test plan describing
in detall how he will evaluate his EMR hardeninz efforts.

The EMCAB should participate in the evaluation of the proposals
to determine if bidders adequately and realistically addresas the EMR
hardness requirements in their proposals. The EMCAB shouid evaluate
the control plan and test plan submitted by the successful bidder and
require modifications if necessary to obtain satisfactory approaches.
The EMCAB should participate in periodic design reviewa to ensure that
the EMR hardness requirements are heing adequately addressed in the
design of the syatem. The EMCAB should revievw and evaluate the contrac-
tor's EMR hardness test data to ensure that EMR hardening has been
incorporated in the fabrication of the pre-production system. The
program manager and the EMCAB should contact RADC/RBC and ECAC and
alert them that a system susceptibility/vulnerability analysis of the
pre-production model of the system is forthcoming. The EMCAB and RADC/
RBC should jointly prevare a request to ECAC for an updated EMR environ.
ment forecast for the sysatem susceptibility/vulnerability analysis
at the RADC facility. The program manager and the EMCAB should make
arrangements to provide a pre-production system to RADC/RBC for system
susceptibilicy testing.

The EMCAB should establish the EMR hardness requirements and
guality control verification tests for inclusion in the production
contract. Near the conclusion of the full-scale development phase,
the EMCAB should prepare the EMR hardness documentation for the DCP.

At the conclusizn of the full-scale development phase, the EMCAB should
update the EMR hardness program plan to assure continuity in the EMR
hardness program in the transition from the full-sczle development
phase to the production phase.

16
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4.3.3.5 PRODUCTION PHASR. The EMR hardness activitias which should
be accomplished in the production phase of the program are depicted
in the flow diagram shown in Figure 4-4. The primary emphasis of the
EMR hardness program during this phase should be directed to ensuring
that the EMR hardness characteristics of the pre-production model of
the system are maintained in the production process. The EMCAB should
verify that the production proceduras and practices to be used in the
production of the system will yield the required EMR hardness character-
isties. The EMCAB should also ensure that adequate quality control
tests are performed throughout the production cycle to assure that
the required FMR hardness characteristics are being realized in the
production systems. The EMCAB should ensure that the EMR hardness
aspects of the syatem are adequately addressed in all operation, main-
tenance, and training documents for the system.

The program manager and the EMCAB should contact RADC/RBC and
ECAC and alert them that a wystem susceptibility/vulnerability analysis
of a production model of the system is forthcoming. The EMCAB and
RADC/RBC should jointly prepare a request to ECAC for an updated EMR
environuwent forecast for the system susceptibility/vulnerability analy-
sis at the RADC facility. The program manager and the EMCAB should
make arrangements to provide a production mcdel system to RADC/RBC
for system susceptibility testing.

If the production model of the system should fail to saticsfy
the system susceptibility/vulnerabiliity analysis, the program manager
and the EMCAB, with assistance as required from RADC/RBC, should develop
modifications, engineering changes, or changes in the production prac-
tices to meet the EMR hardness requirements. .

After the production model system satisfies the system EMR sus-
ceptibility/vulnerability analysis, the EMCAB should update the EMR
hardness program plan to provide a complete record of the EMR hardness
program to the logistics program manager.

4.3.3.6 DRPLOYMENT PHASE. The EMR activities which should be accom-
plished in the deployment phase of the program are depicted in the
flow diagram shown in Figure U4-5. The deployment phase begins with
the acceptance of the first operational system and extends until the
last system is phased out of the inventory. There is usually a signifi-
cant overlap between the production phase and the deployment phase.
During this overlap period, a feed~back system should be established
and maintained to ensure that any EMR deficiencles discovered during
in-service performance are routed back to production for corrective
actions. The EMR environment should be monitored and updated through-
out the deployment phase. If the actual changes in the EMR environment
differ significantly from the forecasted changes, the impact of the
changes on the vulnerability of the system should be assesased and appro-
priate actions taken. The operational and maintenance procedures for
the system should be monitored throughout the deployment phase, and
their impact on the EMR hardness characteristics of the system should
be assessed. Any proposed plans for modifications or engineering changes
to the system should be reviewed to assess their impact on the ™MR
hardness characteristics of the system.
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4.4 EMR BNVIRONMENT FORECASTS. An air launched ordnance system will
be amxposed to several different electromagnetic environments during
its life cycle. The EMR hardness provided in the system must be suffi-
cient to assure that the system can survive and accomplish its wission
when exposed to all of these environments. Thus, an EMR environment
profile depicting the maximum radiation levels for all the environments
TuSt be defined in order to establish the EMR hardness requirements
for a system. In addition, since a system being developed may not
be deployed for several years and may have an in-service life of sev-
eral more years, the EMR environment profile used to establish the
EMR hardness requirements must be extrapolated or forecasted to indi-
cate the levels of radiation exposure anticipated at the end of the
in-service life c¢f the aystem.

The implementation of an Air Force EMR hardness program has
created a continuous requirement for EMR environment forecasts as the
developments of new systems are initiated. While the operational EMR
environment of each system must be tailored for that specific system,
the procedures for generating the EMR forecasts are essentially the
same for all systems. In addition, the generation of an EMR forecast
for a specific system will entail processing the same EMR data base
to tailor the environment to the operational and tactical requirements
of the specific system. Under these conditions, it is apparent that
a permanent organization to provide EMR environment forecasts to all -
program offices is needed. The Electromagnetic Compatibility Analysis
Center (ECAC) at Annapolis, Maryland has developed a capability for
generating the required EMR environment forecasts.

A number of requirements should be considered in the generation
of EMR environment forecasts. A minimum of three EMR environment fore-
casts 1s considered necessary during the acquisition cycle of a system,
The points in the acquisition cycle at which these forecasts will be
required are; (1) the Mission Element Need Statement (MENS) approval
stage, (2) the Requeat For Proposal (RFP) preparation stage, and (3)
the svatem EMR susceptibility/vulnerability evaluation atage.

“he first EMR environment forecast (Type 1) at the MENS approval
stage, should be used in the feasibility analysis, trade-off studies
of alternate approachesa, and the definition of risks. This forecast
should also be used to establish budgets and resources requirements
for ai: EMR hardness program.

The second EMR environment forecast (Type II) at the RFP prepara-
tion stage, should be incorporated into the RFP to convey to the bid-
ders the amount of EMR hardness that will be required. This forecast
should also be used by the selected contractor to cstablish the EMR
hardness criteria which will be used as the basis for the EMR hardness
control plan and the EMR hardness test plan.

The third EMR environment forecast (Type III), at the system
EMP susceptibility/vulnerability :valuation stage, shculd be used by
tne system test organization as guidance in conducting the system sus~
ceptibility *=3t3 and as the threat definition in vulnerability analy-

-3
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Bach EMR ern:ironment forecast muat include all elements of all
the electromagnetic environments to which the ayatem will be exposed

during all phases of the life ovole that the EMR tiardness program is
to address. The surrent concept is that the EMR hardneas program will .

address the operational/threat environment present from the time the
system is attached to the delivery aircraft until the system impacts

the target.

While the basic objective of all three forecasts is the same
(1.e., to define the anticipated operational/threat environmant), the
manner in which each forecast is to be used, the stage of development
of the system when each forecaat is generated, and the extended time
periods detween forecasts (possibly several years) dictate that the

three EMR snvironment forecasts will be different.

The following specific features and information are considered
necessary in the EMR forecasts in order for them to satisfy the require-

ments of an EMR hardness program:

IYPES
Type I ~ MENS Stage (25-year forecast)

Type 11 - RFP Stage (20-year forecast)
Type III - System EMR Bvaluation Stage (15-year forecast)

FORMAT
Composite profiles including ground, on-board (Cosite),

escort and intercept aireraft (Interaite), and approach-
to-target environments.

Average and peak power profiles .

FREQUENCY RANGE
1 MHz to 100 GHz

LIFE CYCLRE PHASES )
From attachment to delivery aircraft to impact on target

MODOLATION CHARACTERISTICS
Probability distribution curves (or equivalent) of pulae

width and pulse-repetition frequency over specified bands
in the environmental profiles

ECAC has developed procedures to satisfy all of these require-
ments (including the integration of environments and a forecasting
capability) in a capability for generating EMR environment forecasts.
Hence, when an EMR environment forecast is needed, the program manager
need only contact ECAC, define which type forecast he neecds, and pro-
vide ECAC the operational and tactical information they require to
generate the forecast. A more detalled description of EMR environment
forecasts and examples of EMR environment profiles are presented in
Appendix A. ECAC's capabilities and request procedures are described

in .Appendix B.
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4.5 ESTABLISHING EMR HARDNESS REQUIREMENTS. The EMR hardness require-
ments need to be established early in the EMR hardness program and
refined as the system develops. The establishment of the hardness
requirements must be based on a tvstematioc approach and oommensurate
with the needs at the various phases of the acquisition process. A
systematic approach may flow as followa:

a. Based on the EMR environment forecasts, predioct the {nternal
EM fields within a system enclosure vie aperture and external

cable paths.

b. Predict coupling of the internal EM fields %o uables and
wirgs inside the system enclosure.

rte Determine susceptibility levels of the components, circuits
and subsystems that have been identified as coritical to sys-
tem performance.

d, Assess the effect of the EM-induced response on system peform-
ance, perform trade-offs, and establish adogquate design mar-
gins in hardness requirements.

The approach for determining EMR hardness requirenents varies
greatly in complexity according to the available system .conliguration
data, level of analysis, and accuracy requirements. As soon as possi-
ble in the system davelopment, the analysis approach described should
be balanced with testing and in some cases with cowmputer model simula-
tions. A well-balanced attack utilizing analysis, testing, and simula-
tion is recommended since in many situations no one area provides all
the necessary data or information desired. Establishing EMR hardness
criteria is described in more detail in Appendix F.

4,8, COUPLING ANALYSIS. The level of coupling analysis will be
different for the various phases of the acquisition process. During
the conceptusl phase, order-cf-magnitude calculations may be sufficient.
During these phases, little hardware information is available and asys-
tem requirements are not well-defined. However, it is possible to
use coupling analysis for trade-offs in alternative system dasigns
and to study feasibility-type questions. This is true in part because
of the wide range of quantities involved. For example, electromagnetic
environment levels may be in the hundreds of volts/meter while comipo-
nent/circuit susceptibliities may exist at the millivolt or mierovolt

levels.

As the weapon asystem progresses through the acquisition cyecle,
the accuracy requirements for coupling analyses increase. In the vali-
dation and full-scale development phase, more syatem type informstion
is available and coupling analyses mav be approached with more detailed
computer-aided analyses. Also in these phases, since hardware is avail-
able for testing, a belanced utilization of coupling analyses and meas-
uremen%s is possible. For example, analvses may be used to determine
skin penetration levels and measurements based on these levels may
be use? to determine cable p‘ckups.
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The Air Foros has available a family of EMC amalysis computer
prograes to support both order-of-magnitude and detailed caloulationa.
This collection of programs is referred to as the Intrasystem Analysis
Program (IAP). RADC is the lead agency for development and use of
the IAP. Recently, RADC haz set up the EMC/IAP Support Center to pro-
vide a facility where government and industry may obtain support in
executing and exchanging data and information on the IAP, This facil-
ity is located at RADC,

In the asarly stages of system development, the program manager
may request system support through RADC/RBC which in turn will inter-
face with the EMC/IAP Support Center. Once a contractor has been sstab-
lished, the program manager may request support fcr the contractor
directly with the EMC/IAP Support Center. The support requeat procge-
dure for government agencies is through a Memorandum of Agresment (MOA).
For non-government organizations or contractors, the request for sup-
port must be on a specific tssking or an annual subscrlption basis.

Some of the major functions of the support center are:

a. Update and maintain computer programs,

b. Establish a configuration control aystem to maintain a record
of all computer programs, data bases, center users, distribu-
tion schedules, etc.

¢. Collect information, prepare documentation (such as newslet-

ters, etc.) and disseminate information regarding activities,
products and services of the center.

d. Prepare and present training courses for users of the compu-
ter programs and seminars for government and contractor per-
sonnel involved in the acquisition process,

e. Provide EMC liaison between the product divisions'(SPO's)
and their contracters.

f. Obtain, establish and maintain a library of data bases gene-
rated on system procurements.

g. Integrate all new software models into the computer programs
and develop supporting documentation.

The IAP consists of two parts. The Intrasystem Electromagnetic
Compatibility Analysis Program (IEMCAP), which is used for system level
EMC analysis, is based on worst-case modeling techniques. IEMCAP is
suitable for first level analyses and for order-of-magnitude calcula-
tions. The second part of IAP consists of off-line and supplemental
computer models for higher levels of analysis and detail type calcula-
tions. The off-line and supplemental models are used for electromag-
netic field analysis, wire and cable coupling, nonlinear circuit analy-
sis, and lightning/precipitation static studies.
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IEMCAP is the majior component of IAP and was designed to provide
an effective and cost heneficial method of analysis throughout the
phases of a weapon system acquisition. IEMCAP may be used for such
functions as coupling analysis, specification tailoring, and compara-
tive analyais on which to base trade-~of'f decisiona., Some of the points
in the acquisition where IEMCAP can be used to advuntage are; (1) prior
to and in the generation of the Statement of Work (SOW), (2) between
contract award and the Preliminary Design Review (PDR) (perhaps as
an ajd in the generation of the EMR Hardness Control Plan), (3) at
an intermediate time betwsen the PDR and Critical Design Review (CDR),
and (&) during system test planning.

Appendix D presents a more detailed description of IAP.

4,5.2 COMPOMENT, CIRCUIT, AND SUBSYSTEM SUSCEPTIBILITY LEVELS., Elec-
tromagnetic susceptibility levels play an integral role in deternining
the EMR hardness requirements. These data and information, together
with EM environment and coupling information, enable a designer to
assess the system hardening requirements. Howevei, effective hardness
program planning often requires two different approaches to suscepti-
bility evaluation.

A prediction of the susceptibility levels will be required eariy
in the ayatem life cycle so that realistic EMR hardness.scheduling:'
and budgeting estimates can be made. This requirement ocours typically
during the concept development phase, when no actual hardware informa-
tion is available. The lack of hardware information necessitates a
worst-case analysis using the lowest interference levels of what might
be termed “typjcal™ circuits and devices. These levels may be obtained
from the composite graphs in Appendix E.

A reassessment of the susceptibility levels will be required
after information is available on the ac¢tual hardware to be employed
in the system. It will now be possihle to establish more accurate
electromagnetic susceptibility levels using data on the particular
components and circuits used in the design. When the scope of all
pcssible devices, components, and circuits employed in modern ordnance
systems is considered, the data in Appendix E appears quite limited.
Unfortunately, a totally comprehensive data base i3 simply not availe
able at the present time. There are three basic approaches to obtain-
ing susceptibility levels for devices and circuits of congern on which
no information is available, These include mezsurements, analytical
modeling, and data extrapolation, all of which are addressed in more
detail in Appendix E. .

4,5.3 SYSTEM KMR SUSCEPTIBILITY ANALYSIS AND PREDICTION. The EMR
environmental forecasts, the coupling analysis, and the susceptibility
data form the basis for the system EMR susceptibility analysis. The
EMR environment impinges on the outer skin of the weapon system, and
through varjous modes of coupling, establishes an EM fleld in the in-
terior of the weapon enclosure. The modes of coupling requiring consid-
eraticn are direct field diffusion, aperture coupling, and coupling
through external cables or other penetrations. The interior field
jtself couples tc cables, wires, circuits, subsvatems, etc., that com-
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prise the weapon systea electronica. Eventually, the RF currents
that result from the interior fields are rectified in a nonlinear
Junction such as found in a discrete or integrated semiconductor
device. Por CW RF energy, the rectification results in a d¢ sinift
in the operating point of a circuit; for pulsed or modulated RP,
the nonlinear junction is essentially an envelope detector. Once
the RF currents are rectified, the rectified signal may propagate
through the remainder of the circuit or subaystem as though it ware
a legitimate signal. 1If the circuit or subsystem is critical to
system performance, the rectified pignal may cause degradation of
system per formance and thus produce system EMR susceptibility.

In order to identify system susceptibilities before-the-
fact, analysis and prediction methods must be relied on. Within
the prosent state-of-the-art, coupling analysis must rely to a large
axtent on worst~case models. This approach is necessitated by the
system complexities (e.g., electronic wiring), unavailability of
physical configuration data, and the costs of detailed analyses.
Guided weapon systems such as air-to-air and air-to-ground mipsiles
are relatively small (as compared to an aircraft), are of simple
geometrics (e.g., cylindrical shapes), and are self-contzained. These
properties make the weapons systems thamselves reasonably manageable
from a coupling analysis point-of-view. However, susceptibility
analysis must be considered for these weapon systems in two configurations:
inflight and onboard. Por the inflight configuraticn, the weapon
is in free flight and the EMR impinges most likely aa uniform illumination,
In the onboard configuration, however, the weapon is connected. to
an aircoraft wing or fuselage and the coupling response becomes a
function of the complete system: aircraft, weapon system and connecting
cables. Also for the onboard configuration, the EMR field is most
likely to be non-uniform or in the near-field of cosite emitters.
Thus, it is seen that the onboard configuration is not as easpily
- subjected to coupling analysis as the inflight configuration.

In the conceptual/validation phases, it may be necessary to
egstimate the proposed system sensitivity to EMR when:

a. System or component parameters are not well specified.
b. Sysatem geometry has not been determined.

c. Order-of-magnitude estimates of system sensitivity are
sufficient.

For this situation, statistical analysis may be more appropriate.
Statistical analysis techniques are under development, but are not

yet sufficiently refined to be recommended. The alternative is to

rely on simpler, deterministic, worat-case models and perform senaitivity-
type analyses on the above cases.

IEMCAP has models, such as the field-to-wire and the wire-
to-wire that are suitable for worst~case analysis. The field-to-
wire model characterizes the coupling of the electromagnetic environment
through apertures to interior wiring and cables. Exposed wires/cables
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are assumed Lo be adjacent to the aperture and the level of coupled

EMR {8 a function of aperture size and location. A tranamission-line
model and a tuned-dipole model are used to compute the currents induced
in the wires/cables. The tranamission-line model is used for the lower
frequencies (up to 100-800 MHz) and the tuned~dipole model is used

for the higher frequencies (greater than 100-800 MHz). The frequenocy
at which the two models crossover depends on the system geometry.

IEMCAP requires that the port susceptibilities (the nonrequired
spectra) be user specified. In the conceptual/validation phase, the
specification of these susceptibilities must rely on component data
as given in Appendix E or on past experience with similar systems.
Once cirocuits and equipments are developed or specified, these suscep-
tibilities may be refined by tests or computer-aided circuit analyses.

Within IEMCAP, the user has the capability to specify interior
field levels. Once the system external geometry is known, a more re-
fined analysis may be appropriate to determine the interior fields.

For example, body-of-revolution or finite-difference, time-domain codes
are available to study apsrtures in cylindrical bodies. These codes
msy be used to investigate required apertures such as optical ports

in a guided weapon system.

EMR analysis and prediction techniques are discussed in more
detzil in Appendix C, and the Intrasystem Analysis Program (IAP) is
deseribed in Appendix D,
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SECTION 5 - EMR HARDNESS DESIGN

5.1 GENBRAL. The purpose of this section is to provide design guid-
ance for hardening air launched ordnance systems against incidsnt eleo-
tromagnetic environments. The material preasented is intended primarily
for the system designer, although the various aubsectiona contain infor-
mation whiech should also be helpful to management, engineering, and
test personnel. The order in which the material is presented generally
corresponda to the flow of the hardening design process. Seotion 5.2
deacribes the nature and requirements of the EMR Hardness Control Plan,
a contractually required document which establishes the contractor's
management and engineering plan for achieving the required system hard-
ness. The remaining sections, Sections 5.3 through 5.8, desgribe the
ma jor elements and tasks of the hardening design process. Seotion 5.3
presents an overall design methodology that the system designer may
follow in the system hardening process, from program initiation through
prototype completion and validation tests. Section 5.4 describes how
environment definitions, coupling analyses, and system jusceptibility
data may be used to define system hardening requirements. Sections 5.5
and 5.6, respeatively, describe an approach the designer may take in
implementing the system hardening design, and identify hardness teon-
niques and devicaes which may be employed. Section 5.7 discusses the
use of design tradeoffs to ensure compatibility or to resolve conflicts
between system functional and hardness requirements, and Section 5.8
desceribes sn approach the designer may follow to verify system hardness
prior to system test. EMR hardness design practices are described
‘n Appendix G.

5.2 BEMR HRARDNESS CONTROL PLAN. The EMR Hardness Control Plan is
the contractor prepared document which describes in detail his approach
to ensuring system hardneas. The plan is prepared, delivered, and
updated as specifically required by the contract. The plan will be
revieved by, and must receive the approvel of, the program manager
and the EMCAB. The control plan should be prepared in accordance with
the outline given in Appencix L.

The specific structure of the EMR Hardness Control Plan and
the information to be documented will depend upon, and should be tail-
ored to, the particular air launched ordnance being developed. Typi-
cally, the plan should address:
a. A definition of the applicahle air launched ordnance system.
b. The EMR hardness program scope, ohjectives, and requirements.
c. The organization and management of the EMR hardness program.

d. The program tasks to be accomplished and the schedules and
milestones to be met.

e. The documents ‘handbooks, standards, specifications, etc.)
to be employed.
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f+ A definition of words, terms, or phrases used to dssoribe
the hardnesa program.

g+ The approach to bes followed in establishing system hardneass ‘
requiremants.

h. The EMR hardness requirerients to de imposed on suppliers
and subcontractors for vendor items and subaystems.

1. The design methodology, requirements, and techniques for
achieving system hardness.

J. The analysis and measurement techniques to be used in defin-
ing or verifying system hardness.

k. The documentation to te provided to verify the hardneas de-
aign.

The submission date of the initisl EMR Hardness Control Plan
and subsequent revisions or updates will be established by contractual
requirements. Typically, the date of submission of the initial plan
will be from 90 to 120 days after award of contract. The required
dates of submission of updated plans will depend upon such factors
as oontract duration and system complexity. As with the initial plan,
all revised plans will be subiect to the review and approval of the
progrem manager and the EMCAB. C

5.3 SYSTEM HARDENING METHODOLOGY. A well organized EMR hardening
design approach should be used by the aystem designer to ensure that
the hardening of an air launched ordnance system is accomplished in
a cost effevtive manner. Figure 5-1 illustrates a methodology that
the systenr designer may follow in the system hardening process. The
inputs required from the program manager to initiate the process are
definiticns of the operational environment and the functional and tacti-
cal requirements of the system. Given these inputs, the system designer
should formulate a system design concept and employ data, analyses,
and measurements to determine if the design concept is susceptible
to the specified environment. The susceptibility assessment will re-
quire a determination of environment-to-system coupling and system
susceptibility to the coupled signals. Methods for determining system
susceptibility and environment-to-system coupling are discussed in
Appendices C and E.

Based on the results of the susceptibility assessment, the sya-
tem designer should define the system hardening requirement and proceed
with a hardening design which will preclude system susceptibility.

The designer should utilize documented design data and techniques,
analyses, and measurements as necessary during the design process to
achieve the required hardening level. Specific steps should be taken
to thoroughly document all aspects of the design, including the design
approach, the hardening techniques and devices employed, and the anal-
yses and measurements performed to substantiate the degree of hardening
incorporated at the device, circuit, or subsysatems levels. Sufficient
information and data should be included to verify that the design ap-
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Figure 5-1. Methodology of System Hardening.
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proach will satisfy the overall system hardening requirement and pre-
olude the susceptibility of the system to the specified environment.

The program manager's review of the documented hardening design
may lead to a decision requiring additional system hardening or addi- .
tional verification of the design. Approval of the hardening design

would lead to aystem tests of a prototype system and prototype accep-

tance if the test results proved satisfactory. Unsatisfactory results

could lead to a design review by the program manager and EMCAB and

a repeat of the hardening design cycle. This review could also include

tradeoff analyses to assess the cost effectiveness of alternate approaches.

5.4 ESTABLISHING EMR HARDNESS REQUIREMENTS.

S.4.1 OVERALL APPROACH. The specific reguirements for hardening
an air launched ordnance system will vary from system to system, but
the overall approach to establishing hardness requirements are the
same for all systems. As shown in Figure 5-1, the system designer
first formulates a system design concept based on the functional and
environmental requirements provided under the contract. This prelimi-
nary design will form the basis for establishing environment-to-compo-
nent coupling levels and component susceptibility thresholds. Using
the system design concept and the environment definition, the environ-
ment-~to-component coupling characteristics are then determined over
the frequency range of concern. This step provides an estimate of
the interference power level incident on system components and circuitry.
Finally, the susceptibility thresholds of system ccmponents and circuitry
are determined and compared with the incident interference power level
to provide an assessment of system susceptibility. Hardening require-
ments are then established which will preclude system susceptibility ‘
in the specified environment.

It is important to recognize that the establishment of EMR hard-
ness requirements is an iterative process. During the early stages
of system design, detailed circuit and subsystem configurations will
not have been defined. Thus hardness requirements must initially be
derived from coupling and susceptibility analyses performed on a prelim-
inary system design concept. From these preliminary analyses, an as-
sessment of system susceptibility can be made and initial guidelines
for hardening design can be established. As the system design progres~
ses and hardware and circuitry becomes better defined, the coupling
and susceptibility analyses should be continually refined and updated
and the hardening requirements modified to reflect any changes. Also,
as hardware becomes available, measurements should be performed as
necessary to supplement the analyses or verify hardening techniques.

5.4.2 BEMR ENVIRONMENT FORECASTS. The electromagnetic environment

in which a system must operate must be defined before the system harden-
ing design can be initiated. The environment definition, to be provided
under the contract as a system design requirement, will characterize
the environment as power level versus frequency profiles spanning the
frequency range from 1 MHz to 100 GHz. Profiles for both peak power
levels and average power levels will be provided to permit the designer
to assess potential environmental effects on both a peak power and
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an average power basis. In addition, the modulation characteristics
of pulsed signals will be provided to alert the designer to the most
probable pulse repetition frequencies and pulse widths which are
likely to be encountered.

5.4.3 ENVIRONMENT-TO-COMPONENT COUPLING. The term environment-
to-component coupling is defined as the total process by which electromagnetic
energy incident upon an air launched ordnance system is transferred
to internal circuits and components. The process by which this energy
transfer occurs is highly complex; invelving several coupling mechanisms
and numerous coupling paths. Several analytical techniques, ranging
from simple approximations to complex computer codes, have been devcioped
which permit the prediction of coupling levels. The more sophisticated
techniques are generally applicable only to selected physical and
electrical configurations.

At the early stages of system development, with no hardware
defined, the system designer must resort to simple approximations
to obtain an assessment of environment-to-component coupling. One
approach is to assume that no shielding exists between the system
components and the external environment, and that the effeative aperture
of all cables connected to internal components is that of a tuned
half-wvavelength dipole antenna which is matched to the impedance
of the component. Using this effective-aperture model in conjunction -
with the defined interference environment, the power impinging on

. ) the components is the product of the incident field (in power density

units) times the effective area of a half-wavelength dipole antenna:

Pe = Pd x Ae (5-1)
where
Pc = power impinging on system component,
Pd = power density of the interference environment, and

u

effective aperture of 1/2 wavelength dipole antenna.
Since Ae = 0.1312, Equation 5~1 may be written as
P x 0.1322p (5-2)

o . a

Because the actual amount of energy which may be coupled to a cable
is dependent upon such variables as aspect angle, termination impedance,
and frequency, the predicted coupling using the half-wavelength dipole
model has generally proven to be greater than measured values. Equation 5-2
thus represents the maximum power that will be coupled to a component
from a specified environment, and provides a worst-case estimate
) of environment-to-component coupling. By ccmparing the results of
Equation 5-Z with the susceptitility threshclid of the most sensitive
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component envisioneu for the systom, the asusceptibility of the aystea
oan be determined and the hardening rsquirements defined.

An expanded version of tnis coupling approach can be used to .
evaluate the effectiveness of hardening techniques applied during

system development. This evaluation is accomplished by using Equation 5-3

to establish the relationship between the interference environment

and the power delivered to the system components when equipment enclosure

shielding and/or cable sl'ielding are present.

Po = Pgx Ay X Syanre * Senclosure (5-3)
where:
P° = power delivered to equipment component,
Pd 2 power density of the interference environment,
A’ =z effective aperture of unshielded cable,
soable = shielding effectiveness of cable skield, and
senclosure = shielding effectiveness of enclosure.

The half-wavelength dipole antenna model is used for the effective
aperture of the pick up cables. The shielding effectivensas values
for the cables and the equipment enclogsure are the values measured

by the MIL-STD-1377 method. The calculated values of power impinging
upc ) susceptible components are compared with the susceptibility levels

of the components to determine if the realized shielding 1is adequate '
to proteot the sensitive components.

As more detailed design information becomes available, the
accuracy of environment-to-component coupling analyses may be improved
through the use of more detailed computer-aided coupling models.

The system designer may employ his own models or request analysis
support through RADC. RADC has available the Intrasystem Analysis
Program which provides both order-of-magnitude analyses as well as
rodels for performing detailed calculations as described in Appendix D.

5.4.4 COMPONENT SUSCEPTIBILITY THRESBOLDS. A definition of component
susceptibility thresholds is necessary to determine if the interference
power coupled to a component will adversely affect its operation.

There are thiee ways by which the component susceptibility information
can be obtained. If the component is one of the types for which measured
data are presented in Appendix E, the information can be obtained
directly from the data pressnted, or if the component is similar to
measured types, the information can be extrapolated from the measured
results. If susceptibility data on a particular component type or
similar components are not available, susceptibility measurements

can be performed utilizing the measurement techniques described in
Appendix E. The third possible approach to obtaining component suscep-
tibility data is through the use of analytical models to predict component
susceptibility characteristics. Analytical models based upon
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the physical mechanisms of interference are under development but at
the present time are not complete. Thus, unti) validated analytioal
nodels become available, measured data will be required %o define the
susceptibility thresholds of discrete and integrated cirouit components.

The designer should recognize that, in general, the susceptibility
threstiold of the system will be set by the susceptibility threshold
of the most sensitive (to interference) system component. Thus, it
usually will not be necessary to define susceptibility thresholds for
all system components. It is also important to recognigze that the
susceptibility threshold for a particular couponent will depend upon
such factors as the function of the component in the system, its bias
conditions, its input signal level, ita output signal level, and the
modulation characteristics of the interference signal. Thus, the sus-
ceptibility thrasheld for a particular component may vary significantly
within a system where the component is used for different functions

or under different operating conditions.

5.4.5 REQUIRED HARDRNING LEVEL. The level to which a system must
be hardened is determined by first performing a system susceptibility
assessment., This assessment is accomplished by comparing the interfer-
enoce power level ccoupled to system components with the susceptibility
threshold of the most sensitive component to be utilized in the system.
After the susceptibility level has been determined, the required harden-
ing level is simply the ratic of the predicted maximum interference
power level impinging on the most sensitive system component to the
threshold susceptibility level of that component. If the interference
power level is less than the threshold level of the mcst sensitive
component, the hardening requirement is less than 0 dB (negative dB)
and no hardening is required. If the interference power level is greater
than the threshold level of the most sensitive component, the hardening
requirement will be greater than 0 dB and the designer is required
to develop a hardening approach. The selection of a hardening approach
will be influenced by the magnitude of the hardening requirement.

5.5 HARDENING APPROACH. The requirements established for hardening
an air launched ordnance system will lead to a definition of the level
of hardening which must be achieved to prevent system vulnerability
‘to incident EM energy. Once defined, the hardening level becomes a
system design requirement, to be met through the application of appro-
priate hardening techniques and devices. The most effective approach
to achieving this design requirement is that of layered hardening.

The layered hardening concept involves. the layered aprlication
of hardening techniques and devices along the exterior-to-interior
coupling paths of EM energy. For example, EM energy will first couple
to the exterior of a svstem and set up skin currents and charge densi-
ties. These currents and charges excite penetrations such as antennas
{»eal ard virtual) and apertures, thus permitting the EM energy to
penetra‘te to t!e svstem interior where it can couple to cables and
wires -eading t-~ sensitive circuits and components. The layered harden-
irg arT-rcach attempts to interrupt these coupling paths by first harden-
ing the svstem oxterior to reduce penetration. Next, the coupling
tn intewior cables is =educzed. and finallv, the eritical circuits and
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ocomponents are hardened. Various hard;nins techniques and devices

are applied as neceasary st each layer in the hardening process. Hard-
eriing techniques and devices are described in Appendix G. .

Layered hardening represents a cost effective method of protect-
ing a system for two reasons. One reason is that it takes sdvantage
of hardening which is intrinsic to the system design, e.g., the shield-
ing effectiveness intrinsic to the system exterior. The other reason
is that it does not place the burden of achieving the total hardnesco
on any ocne element or layer of the system., Hardening can be successively
applied to various system elements until the required hardness level

is realized.

Although the actual implementation of hardening techniques under
the layered hardsning approach typioally follows an exterior-to-~interior
path, it is not to be eonstrued that such a path is mandatory. The
concapt of layerad hardening is concerned more with the application
of hardening in layers rather than the order in which these layers

are applied.
5.6 HARDENING TECHNXIQURS AND DEVICES.

5.6.1 GENERAL. A number of techniques and devices are available
for use in reducing the susceptibility of electronic systems to imping-
ing electromagnetic fields. The principal techniques for EMR hardening
are shielding, bonding, filtering, grounding, cirocuit design, and compo-
nent selection. This section is intended to provide a general overview
of these design approaches. A more detailed discussion of these harden-
ing techniques is presented in Appendix G. .

5.6.2 SHIELDING. Shielding is the establishment of an electromag-
netic barrier betwoen two regions. Shielding is the moat direct method,
and in many cases the most cost effective method, for protecting the
circuits of a system from the EMR environment. Shielding has two main
purposes: {a) to prevent radiated EM energy from entering a specific
region; and (b) to keep radiated EM energy confined within a specific
region. For the purposes of this handbook, the primary emphasis will
be on shielding the interior of a system from the external EMR environ-
ment. The shield design process consists of establishing undesired
signal levels or one side of a proposed shielding barrier, estimating
tclerable signal levels on the other side, and trading off shield design
options to achieve the necessary shielding effectiveness levels.

5.6.3 BONDING. Bonding is the establishment of a low impedance path
between two metal surfaces. This path may be between a ground refer-
ence and a component, circuit, shield, or structural element. The
purpose of bonding is to establish an electrically homogeneous struc-
ture to prevent the development of electrical potentials between indi-
vidual metal surfaces which can cause interference. Good bonding within
a system ia essential to minimizing interference.

5.6.4 GROONDING. Grounding is the establishment of electrically
conducting paths between selected points in a system and some common
reference plane. The reference plane may be the system skin o» a chas- l
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8}s or ground planea that may or may not be isolated from the system
skin. An ideal grounding system would result in a system with a ocommon
potential referensze point everywhere in the system so that no undesired
potentials would exist between any two points in the system. However,
because of the phvsical properties and electrical characteristics of
grounding materjals, no grounding system is ideal and some potential
always exists between ground points within a system.

The extent to which potentials in the ground system are minimized
and ground currents are reduced determinea the sffectiveneas of the
ground system. A poor ground system will make it possible for spurious
voltages and ourrents to couple into circuits and subassemblies and
can: (a) degrade the shielding effectiveness of well-shielded units;
(b) bypass the advantages of filters; and (¢) result in interference
problems which are difficult to isolate and resolve,

5.6.5 FILTBRING. Filters are devices which pass conducted energy
over specified frequency ranges and reject or absorb conducted energy
over other specified frequency ranges. Thus, & filter placed in-line
with a wire or cable can be used to pass desired signals while reflect-
ing or absorbing undesired signals outside the passband of the filter.
Filters may be included in circuit designs and/or interconnecting wir-
ing designs to prevent interfering signals from being conducted through
the system circuits. In addition, filters may be inserted in wires
and cables penetrating a shielded enclosure to maintain the integrity
of the shielding effectiveness of the enclosure.

5.6.6 COMPONENT SELECTION. Minimizing the EMR susceptibility of
a svstem should begin with the selection of the components and devices
to be utilized in the svstem design. As wide a range as possible of
components and devices with acceptable performance characteristics
should be screened {n order to obtain components with the highest pos-
sible interference susceptibility thresholda. A judicious choice of
component.s can result in 10 to 30 AB of additional hardness in a sya-

tem.

5.6.7 CIRCUIT DESIGN. In the selection of signal and impedance levels
for the circuit designs, the designer should recognize that circuits
operating with high signal levels and low impedance levels are less
susoeptible to interference. The susceptibility of eircuits to radiated
interference can be reduced by minimizing the length of interconnecting
wiring between comonernts and circuits and the use of shielded and twisted-
pair wire for these interconrectiona, 1In general, digital circuits
are less susceptible than lirear e¢ircuits and .low-speed digital eircuits
are less susceptible than h!ch-speed circuits.

5.7 DESIGN TRADEOFFS. Design tradeoffs may be necessary to ensure
compatibility or to resolve conflicts between the functional require-
ments and the hardening requirements of an a‘r launched ordnance sys-
tem. Alsn, tradeoffs mav he necessa»v to achieve a cost effective
hardening design., Such tradaaffs should be directed to design techniques
which will permit comdati™*1'ty Af funetinonal and hardening requirements
to be mealized. Examrles n® syrk techniquer arae:
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a. Selection of system operational signal levels as high as
practical commensurate with device and circuit requirements.

b. Selection of interconnecting wiring and cabling techniques
which provide the best rejection of normal mode and common
mode snergy transfer.

c. Use of fiber optic guides versus conventional shielded
cable.

d. Use of rigid or flexible solid shielding versus single
or double insulated metallic braid.

e. Multiple utilization of load bearing structures such as
air frames, cable raceways, and conduit to satiafy both
functional and hardening requirements at relatively low
cost.

f. Use of enclosure shielding and cable filtering versus internal
cable and circuit hardening.

Any tradecff's which involve a change in functional, hardening,
or cost objectives are subject to the review and approval of the
program manager. The course ¢f action for the resolution of conflicts
between hardening requirements and other system reguirements will
depend upon such factors as:

a. The impact of the tradeoff on syvstem susceptibility and
system functional performance. .

b. The number of equipments, subsystems, and systems involved.
c. The impact on program cost and schedule,

5.8 HARDENING VERIFICATION. Testing of a complete prototype system
is necessary to validate a hardening design which incorporates a
combination of hardening techniques. However, prior to full system
tests, the system designer can verify with reasonable assurance that
his hardening design is sufficient to assure the satisfactory operation
of the system in its operational environment. The hardening design
can be verified through the :se of data, analysis, measurements,
or a combination of these ‘nree approaches. The most efficient approach
to verifying the hardening design is to determine the effectivenesa
of the individual hardening techriiques utilized in the overall design
as the system design progress-s. For example, the shielding effectiveness
of the system or subsystem -:n2losures 2an be measured while the system
circuitry 1s still under developmernt, and any design changes required
to realize the desired shiel.ling can be incorporated into the enclosure
with minimum effect on other cesign efforts. Also, component or
circuit hardening can be 3c:-rplished ‘ndependent of enclosure design
efforts. Whatever approact s <mp.ove?, a ~eliable estimate of the
overall system hardness car ¢ obia‘ne? simply by adding the levels
of hardening achieved at »: - ~—3-0rm laver, If the estimate of system
hardness determinecd in ttig -ar-er -useqds the design requirement,
the system designer can be razs:cnably confident that the system

-
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tests will be satiafactory. An estimate which falls below the deiign
requirement is an indication that additional hardening is required.

Once the hardening design is verified, a complete documentation
of the design should be submitted for the resview and approval of the
program manager and the EMCAB. The documentation should describe in
detail the hardening techniques and devices employed, the approach
used in verifying the design, snd supporting data which substantiate
that the design requirements have been met.
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SECTION 6 - EMR HARDNESS MEASUREMENT PROGRAM

6.1 GENERAL. The program manager and the EMCAB should establish
an overall EMR hardness measurement program. The measurement program
plan should define all testing and evaluation efforts required to demon-
strate compliance with the EMR hardness requirements and to ensure
that the developed aystem is compatible with its anticipated operational
EMR environment. The program manager and the EMCAB should also ensure
that adequate budgets, time schedules, and resources (facilities) are
allocated to ascommodate the required testing and evaluation efforts.

6.2 TEST AND BVALUATION MASTER PLAN (TEMP). The TEMP is the control-
ling management document which defines all test and evaluation efforts
to be accomplished in connection with a system aocquisition. The pro-
gram manager and EMCAB should ensure that all EMR hardness test and
evaluation requirements are included in the TEMP which is prepared
early in the program. These requirements should include the T&E efforts
to be performed by other DoD organizations, as well as the T&E efforts
to be performed by the contractor. The TEMP should be updated periodi-
cally to iIncorporate significant results achieved and any changes in
plans and milestones,

6.3 EMR HARDNESS TEST PLAN. The contract should require the contractor
to submit an EMR hardness test plan to the procuring activity for ap-
proval. The procuring activity may invoke specific tests on the con-
tractor by talloring existing EMC specifications and standards (such
as MIL-E-6051, MIL-STD-461, MIL-STD-462, etc.) and making the tailorad
specificaticns a part of the contract. The test plan should deacribe,
in the maximum detail possible, what tests the contractor plans to
perform to demonstrate compliance with the EMR hardness requirements,
how the tests will he conducted, and what types of data will be submit-
ted as a result of these tests. The test plan should include a descrip-
tion of the tests that subcontractors will be required to perform on
suhsystems and components and how the subcontractor test results will
be utjlized in establishing system EMR hardness compliance. The test
plan should be prepared in accordance with the outline presented in

Appendix M. .

6.4 BEMR HARDNESS TEST REPORT. The contract should require the con-
tractor to submit the results from all EMR hardness tests in an EMR
hardness test report to the procuring activity for approval. The Data
Item Description (DID) requiring the test report in the contract should
ensure that the format of the test report i{s such that the data will
be submitted in the most usable form for evaluation and subseguent
analyses. Before approving the EMR hardness report, the program man-
ager should be satisfied that the contractor has demonstrated his com-
pliance with the EMR hardness requirements and that the system is ready
for a system susceptibility/vulnerability analysis at RADC.

6.5 SYSTEM SUSCEPTIBILITY AND VULNERABILITY ANALYSIS. System suscep-
tihilicy testing and vulnerckility analvces of a pre-production proto-
type model and a production mndel of the svstem will he performed at

the RADC Electromagnetiz Compatibility Analvais Factility (EMCAF) by
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the Compatibility Branch personnel at the Rome Air Development Center,
While neither program office personnel nor contractor personnel will
be required to perform these tests and analyses, a brief description
of the procedures and facilities involved are praesented in this section
to make the system developers aware of the degree of thoroughness with
which a system will be evaluated before ..nal acaeptance.

The Electromagnetic Compatibility Analysis Facility is a dedi-
oated, unique facility for testing Air Force systems in high power
RF environmenta. The facility provides a capability to test weapon
systems for susceptibility to radiated RF energy in a simulated free-
space environment. There are three RF anechoic chambers within the
facility. The characteristics of the three chambers are as follows:

CHAMBER NUMBER ONE

Size: 32 Ft. High x 40 Ft. Wide x U8B Ft. Long

Quiet Zone: 12 Ft. x 12 Ft. x 20 Ft. Long

Frequency Range: S50 MHz - 40 GHz

Maximum Sample System Size: 20 Ft. Long x 8 Ft. Diameter
Maximum Sample Weight: 4000 Pounds

Shielding: 100 4B

Shielded Instrumentation Room: 20 Ft. x 20 Ft. x 12 Ft.

CHAMBER NUMBER TWO

Size: 12 Ft. High x 12 Ft. Wide x 36 Ft. Long
Quiet Zone: 3 Ft. Diameter x 20 Ft. Long Cylinder
Frequency Range: 200 MHz ~ 40 GHz

Maximum Sample Size: 6 Ft. Long x 3 Ft. Diameter
Maximum Sample Weight: 1000 Pounds

Shielding: 100 dB

CHAMBER NUMBER THREE

Size: 18 Ft. High x 18 Ft. Wide x 55 Ft. Long (Tapered)
Quiet Zone: 6 Ft. Diameter x 20 Ft. Long Cylinder
Frequency Range: 200 MHz - 40 GHz

Maximum Sample Size: 1Y% Ft. Long x 6 Ft. Diameter
Maximum Sample Weight: 4000 Pounds

Unshielded

The facility has a group of wideband RF sources capable of gener-
ating high power RF signals in the 10 kHz to 40 GHz fregquency range
with a variety of mcdulation characteristicn. In conjunction with
these RF sources, the facility also maintains the necessary associated
equipment such as antenna systems, transmission lines, and automated
instrumentation and control systems to eatablish high intensity RF
fields within the anechoic chambers. 1In addition to dedicated minicom-
puters, facility personnel have access to the RADC central computer
and maintain extensive programs for use in test data processing and
system vulnerability analysis.
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When a system to be tested arrives at the facility, it is set
up to operate in a typical operating mode in one of the anechoic cham-
bers. Initial tests are performed with no EMR environment present
to measure normal functional parameters, some of which are used to
establish the e¢rftaria for determining system degradation. A "standard
change® is established in each performance parameter used in the cri.
teria. A change equal to or greater than a "standard change® in any
one of these performance parameters is defined as constituting system
degradat.ion.

After the degradation criteria have been established, tests
are performed with EMR fields incident on the system to determine the
levels of fields necessary to cause degradation (susceptibility leveis).
In addition to frequency and power level, these tests take into account
the effects of modulation, polarization, and aspect angle of the EMR
field. The suscept hility levels established by the tests are compared
with the corresponding levels in the EMR environment profile for the
system. If all susceptibility levels are higher than the ocorresponding
environment levels, the aystem is not vulnerable to the EMR environment.
If any susceptibility levels are lower than the corresponding environ-
ment levels, the system is vulnerable, and an analysis is performed
to determine the impact of the vulnergbility on the system operation.
If the results from the analysis indicate that the vulnerability will
have a =ignificant impact on the deployment of the system, a fix, modi-
fication, or redesign of the system may be necessary to eliminate the
vulnerability.

Project No. EMCS-FP8S
Preparing Activity
Air Force 17
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APPENDIX A
EMR ENVIRONMENT

10. INTRODUCTION. The electromagnetic environment incident on an
air launched ordnance system results from the electromagnetic radiation
(EMR) from a number of radiating sources in the vicinity of the system.
The radiating sources may include friendly and/or hostile radars, radio
transmitters, jammers, and other relatively high power radiating systens.
These radlating sources may be located on the ground, on ground vehicles,
on ships, or on airocraft. The spectral distributiocn of the radiated
energy in the electromagnetic environment (EME) is determined by the
operating frequencies of the radiating sourcea. The levels of the
EME are determined by the amount of power being radiated by the individual
sources, the distance betweer the weapon system and the individual
radiating sources, and the orjentation of the weapon system relative
to the radiation pattern of the individual sources.

While the svstem is mounted on & delivery aircraft, the radiation
from electronic systems (such as radars, jammer pods, and communications
transpitters) on board the delivery aireraft will be a primary source
of the EME incident on the weapon system. If the deljvery ajrcraft
is flying in a formation, the radiation from escort aircraft may be
a prirary source of the EME incident on the weapon system. While the
svstem is in free f]ight betweer the delivery aircraft and a target,
the radiation from the ground environment mav be a primary source of
the EME, As the aystem approaches a target, the radiation from the
target itself and emitters in the vicinity of the target will probably
be the maior source of the EME.

20. KEQUIREMENTS FOR EMR ENVIRONMENT FORECASTS.

20." BASIS FOR EMR HARDNESS REQUIREMENTS. In order to design and
develop a system wrieh {s harderned to survive and operate in its elee-
tromagnetic operational/threat environments, it is first necessary
to define the electromagnetic environments the system will be exposad
to during its deplovment. Only after the EMR environments have been
defined can the development of realistic system EMR hardneses requirements
beizin to be addrmssed.

20.2 PORECASTING. In defining the EMR environments a system will
ba exposed to during deployment, consideration must be given to the
fact that the system will probahlv he in development for several years,
and n addi%ion, the system will r»nbably have an in-service life spanning
several vears, Hence, 1t is not sufficiant to define the EMR environments
that exist at the present time; ‘t 4s necessary to predict the EMR
environments the system will he exposed to during deployment until
the end of {1ts ‘n~service 11fe. For EMR environment definitions used
in the earlv stages of a svs‘em development, the environment definitions
w!ll have to Se proiected hv forecasting techniques to a time frame
which ‘s the sum of the acqguiz‘tion cvcle and the in-service life cycle
of the svster in the future, Ar the development of the system progresses
the p~~‘ect‘nn *ime {or thr updated EMR enviranment definitions will

b
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be reduced. If it is assumed that the acquisition time of a typical

system iz 10 years and the average in-service life is 15 years, the

initial EMR environment definitions would need to be projected by a '
25-year forecast. Environment definitions used midway in the acquisi.

tion cycle would need to be projected by 20 years, while the environ-

ments used at the end of the acquisition cycle would need to be projected

15 years.

20,3 INTEGRATED ENVIRONMENT. As mentioned previously, an air launched
ordnance system will be exposed to several different EMR environments
during jts life evele. Thus, to define the EMR environment a syatem
is to be hardened to, it is necessary to define each of the independent
environments the system will be exposed to. These individual environ-
ments inolude the ground environment, the cosite environment, the inter-
site environment, and the approach-to-target environment. The ground
environment ineludes the radiation from all emitters (friendly and
hostile) on the ground (and on water) over which the system will travel
(both on the delivery aircraft and in free flight) in the performance
of its missions. The cosite environment includes the radiation from
emitters on-board the delivery aircraft. The intersite environment
includes the radiation from emitters on escort aircraft, other friendly
aircraft, and hostile aircraft. The approach-to-target environment
includes the radiation from the target and emitters in the vicinity
of the target. After the individual environments have been defined,
each of the environments must be projected by forecasting techniques
to be representative of the environments the system will be exposed
to at the end of its service life,

In order to establish the overall EMR hardness requirements .
for a system, it is necessary to integrate the forecasted individual
environments into a composite EMR environment profile which indicates
the maximum radiation levels the system will be exposed to during its
life cyecle.

20.4 POINTS IN ACOUISITION CYCLE WHERE EMR FORECASTS ARR REQUIRED.
A minimum of three EMR environment forecasts is considered necessary dur-
ing the acquisition cycle of a system. The actual number of forecasts
required will depend on the complexity of the system being developed and
the time duration of the acquisition cycle. For a large complex system
requiring an unusually long acquisition time frame, several EMR forecasts
may be necessary.

The first EMR environment forecast (Type I) should be available
for use during the evaluation of the required operational capabilities
necessary to satiafy the mission need statement in the initial phase
of the program. This forecast should be used in feasibility analyses,
trade-off studies of alternate approaches and concepts, and the defini-
tion of risks.

The requirements of OMB Circular A-109 have increased the emphasis
on investigating alternate concepts for satisfying mission needs.
Under these conditions, the requirement to define the EMR environment
early in the program tc ensure that the concepts investigated are com-
patible with the operational EMR environment becomes more critical. .
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This initial EMR forecast should alse be used by the program manager
and the EMCAB to establish budgets, schedules, and resources require-
ments for inclusion in the EMR Hardness Program Plan and the Teat and
Evaluation Master Plan.

A gecond EMR environment forecast (Type II) should be availadle
for use during the preparation of the RFP documentation. This EMR
forecast should be incorported into the RFP to convey to the biddera
the amount of EMR hardness that will be required. The foreacast should
also be used to tajlor the limits of any EMC specifications and standards
(such as MIL-E-6051, MIL-STD-U461, MIL-STD-U62 and MIL-STD-U463) which
will be invoked by the eontract. This forecast should also be used
by the selected contractor to establish the EMR hardness criteria to
be used as the basis for the EMR Hardness Control Plan and the EMR
Hardness Teat Plan.

A third EMR environment forecast (Type III) should be available
for use during the system susceptibility/vulnerability evaluation phase.
This forecast should be used by the system test organization as guidance
in conducting the system susceptibility tests and as the threat defini-
tion in vulnerability analyses.

30. OBTAINING EMR ENVIRONMENT FORECASTS. From the previous discus-
sfons in this appendix, it is apparent that the generation of.an EMR
operational/threat environment forecast for a proposed ajir launched
ordnance system is a complex and difficult process requiring extensive
information describing the operational characteristics and geographical
locations of friendly and hostile emitters world wide. The generation
of EMR forecasts also requires extensive culling and processing of
the emitter data vnd the application of validated forecasting techniques.

While the operational EMR environment forecasts for each system
must be tallored for that specific system, the procedures and forecasting
techniques for generating the EMR forecasts will be essentially the
same for all systems. In addition, the generation of an EMR forecast
for & specific system will entail processing the same EMR data base
to tailor an environment to the operatiocnal and tactical requirements
of the specific system.

Under these conditions, it is not feasible to require each program
office to generate the EMR forecasts for the system for which it is
responsible. This would require each program office to eatablish an
extensive EMR data base and develop an organization, procedures, and
forecasting techniques for generating EMR forecasts. A much more effi-
cient approach is to assign a permanent organization the responaibility
for satisfying the EMR environment forecast requirements for all program
offices. With this approach, the basic EMR data base, the processing
procecures, and the forecasting techniques are onlv developed one time,
elimina<ing duplication of efforts.

30.1 PREPARING ORGANIZATION. The Electromagnetic Compatibility Analysis
Center 'ECAC) located at Annapolis, Maryland has been designated as
the nrzanization responsible for satiafying the EMR environment forecast
requi rerents for Air Force 3ir launched nrdnance svetems. This center
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is a joint-service Department of Defense facility, established to provide
rapid analysis of electromagnetic compatibility problems of the military
servioces. ECAC has an extensive electromagnetic environmental data

bgse which includes a comprehensive listing of existing electromagnetio
emi ttors throughout the world. In addition, ECAC has access to the .
required intelligence information and has extensive experience as to
which organizations are the beat sources of particular types of informa.-
tion. ECAC also has considerable experience in generating electromag~
netic environmental profiles, similar to those of surrent interest,

in support of RADC's HAVE NOTE test programs. The capabilities devel-
oped by ECAC for generating EMR environment forecasts are described in
Appendix B.

30.2 HBEQUESTING EMR RNVIROWMENT FORECASTS. Contact should be estab-
lished with ECAC at the initiation of the program, and they should
be alerted that EMR environment forecasts will be required. If possaibdle,
the number of EMR forecasts that will be required and the approximate
dates they will be required should be defined. Several types of opera-
tional and tactical information will be required for ECAC to generate
an EMR forecast. To aid the requesting organization in providing this
information, ECAC has prepcred a data requirements questionnaire for
requesting an EMR environment forecast. This questionnaire is desoribed
in Appendix B. .

30.3 TYPAS OF EMR ENVIRONMENT FORECASTS. There are three basic types
of EMR environment forecasts. While the objective of all EMR forecasts
is the same (4.e., to define the anticipated operational electromagnetic
environment of the system), the manner in which each forecast will
be used, the stage of developiwent of the system when each forecast
is generated, and the extended time periods between forecasts dictate
that the EMR forecasts obtained at different points in the acquisition 0
cycle of a system will be different.

Type I FMR Environment Forcast

The initial EMR fo»eca=t, obtained at the beginning of the program,
will be based on a Type I analysis. It is anticipated that a great
deai of the operational and tactical requirements, as well as the per-
formance specifications, for the system will nut have been defined
at thies stage ot the program, and the environmental analysis will have
to incorporate a number of assumptions. For example, {f the theaters
of operation have not baen defined, then a worldwide envircrnment will
be considered in the analysis. If the type(s) of delivery aircraft
has not been defined, then the worst-case, on-board envirunment for
that class of aircraft will be considered in the analysis, etc.

A Tyne 1 analysis will provide baseline (current) environment
profiles and forecasted profiles valid for up to 30 years in the future.
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Type TI EMR Environment Forecast

The EMR forecast obtained at the RFP preparation stage will
be based on a Type II analysis. It is assumed that the operational”/
tactical requirements and performance specifications for the system
have been defined so that adequate input information can be provided
to closely approximate the actual EMR environment.

A Type II analysis will provide baseline profiles and forecasted
profiles valid for up to 25 years in the future. Figures A-1 and A-2
show examples of Type II baseline profiles for a theater ground environ=-
ment.

Type IIl EMR Environment Forecast

The EMR forecast obtained at the system EMR susceptibility/vul-

neratility evaluation stage will be based on a Type IIIl analysis.

It is not anticipated that the levels of the Type III forecasts will

be significantly different from the levels of the Type II forecasts.

However, the Type III analysis is specifically dexigned to provide

forecasts which will provide maximum assistance in performing system

susceptibility testing and vulperability assessments. The environments

for each theater will be provided in zonal increments, so that it is

possible to generate environment profiles for specific mission scenar~
) ios. The Type III forecasted profiles will be valid for up to 15 years.

)
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APPENDIX B
EMR ENVIRONMENT FORECASTING CAPABILITIES AT ECAC

10. INTRODUCTION. The U. S. Air Force Rome Air Development Center
(RADC) has sponsored a program at the Department of Defense Electromag-
netic Compatibility Analysis Center (ECAC) to develop a ocapability
to rapidly produce current and future EMR environment "profiles" that
are tailored to both the acquisition and deployment stages of the life
oycle of specific wespon aystems. This capability is intended to sup-
port the Air Force EMR Hardneas Program.

20. ENVIRONMENT DRFINITION SYSTEM. The capability which ECAC has
developed to accomplish this obilective has been designated the Environ-
mental Definition System (EDS). The EDS consists of two parts, The
first part, called the Ground Environment Definition System (GEDS),
was designed to produce ocurrent (baseline) and future (forecast) EMR
ground environment profiles for the delivery phase of an air launched
ordnance system. The second part, called the Aircraft Environment
Definition System (AEDS), was designed to produce current (baseline)
and future (forecast) EMR environment profiles for the aircraft cosite,
airecraft intersite, immediatelv-after-launch, and approach-to-aircraft
target phases for the deliverv sequence of a weapon system.

ECAC is currently preparing a five-volume final repori describ-
ing the Environmental Definition System. The titles and report numbers
of the five volumes of the report are listed below.

o "Environmental Definition System (EDS) Volume 1: Ground Environ-
ment Definition System," ESD-TR-80-100 Vol. 1. '

o "Environmental Definition System (EDS) Volume 2: Ground Environ-
ment Forecasting," ESD-TR-80-100 Vol. 2.

o "Environmental Definition System (EDS) Volume 3: Aircraft Envi-
ronment Definition Sytem," ESD-TR-80-100 Vol. 3.

o "Environmental Definition System (EDS) Volume 4: Aircraft Envi-
ronment Forecasting," ESD-TR-80-100 Vol. 4.

o "Environmental Definition System (EDS) Volume 5: Customer's
Application Manual," ESD-TR-80-100 Vol. 5.

Volume 1 of the report describes the overall philosophy used
to develop the Environmental Definition Syvstem and also deacribes the
Ground Environment Definftion System which {s used to generate ground
EMR environment baseline profiles. Volume 2 describes the forecasting
techniques developed to predict the ground EMR environment conditions
that will exist at specified times in the future. Volume 3 describes
the Aircraft Environment Definition Svstem which is used to generate
aircraft EMR environment baseline profiles. Volume 4 describes the
forecasting t‘echniques developed to predict the a‘rcraft environment
conditions thzt will exiat a% mpecified times in the future. Volume §

[PRee-

{Customer's Aprlication Manual' describes in detail how an Air Force

B-1
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Agenoy ocan request EMR environment forecasts for an existing or proposed

weapon system. This volume containa specific information on ifuput

information requirements, available outputs, time and manpower estimates, .
and a glossary of special terms.

.30, OBTAINING ECAC's SERVICES. To ohtain ECAC's services for gener-
ating EMR environment forecasts, oontact should be established with
the Air Force Deputy Office at ECAC. The telephone numbers are autovon
28122613 and commercial (301) 267-2613. The mailing address is the
following:

Eleoctromagnetic Compatibility Analysis Center
North Severn

Annapolis, Maryland 21402

Attn: CF/Air Porce Deputy Office

Specific input {nformation is required for ECAC to generate
EMR environment foracasts. ECAC has developed DoD/ECAC Form EDS-1
to assist a requesting agency in providing the neceasary information
in the most usable format. To illustrate the type of information re-
quired, this form is shown in Table B-1.
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TABLE B-1
EMR ENVIRONMENT FORECAST REQUEST FORM

N S —————
AP em—— e —— ——

EDS FORM-1
REQUEST FOR A TAILORED EMR ENVIRONMENT
TYPE I, II, IIIA

Thia form shall be considered unclassified until such time as
it 1s filled out. The individual filling out this form shall determine
the proper classification and down grading and shall mark this form
acoordingly. In addition, a copy of the current proiect security guide
must be forwarded to ECAC. This form and the security guide shall
be sent to:
Electromagnetic Compatihility Analysis Center
North Severn
Annapolis, MD 21402
In addition, the inside label shall have on it:

Attn: CF/Air Force Deputy Office

BACKGROUND INFORMATION

1. In order to obtain a tailored EMR environment from Dod/ECAC,
several items of information are required as inputs. As an aid to
the user of ECAC services the required information is being =olicited

by this questionnaire,

2. Section 3 of the Custcmer's Application Manual? contains infor-
mation to aid in preparing this questionnaire. In addition, Section 2
contains the approximate cost and time required to do this analysis,

2ESD-TR-80-100-Vol &.

(Contirued)

B-3
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TABLE B-Y (Continued)
BMR ENVIROMMENT PFORECAST IIQPIST FORM

3. Unless special arrangements are made, the data base file
selects for any‘analyaia will be kept no longer than one year from
the date of project completion.

B. Questionnaire
1. Administrative Information:
Specify the actual engineering office, SCP, development
ladb or other agensy responsible for this request. Inslude

the office symbol(s) and points of contact with autovon
phone numbers.

CLAS( ), DOWNGSADING & AUTHORITY

2. Describe the class of weapon system for which a tailored
' EMR environment is required (i.e., air-to-air missile,
air-to-surface missile, laser guided bomb, etc.).

CLAS( ), DOWNGRADING & AUTHORITY

3. Unless requeqted otherwise, the EMR envircnment forecast
J will be based on a stockpile-to-target sequence (S-T-S)
from the time the aystem is attached to the delivery aircraft

- (Continyed)




MIL~HDBK=-335(USAF)
15 JANUARY 1981

TABLE B-1 (Continued)
EMR ENVIRONMENT FORECAST REQUEST FORM

until it impacts a target. If a diffsrent phase of'the S5«T=8
is also desired, note that fact here.

CLAS( ), DOWNGRADING & AUTHORITY

4. Indicate the type of analysis requirad (check only one).

Type 1 Tyvpe 11 Tyvpe IIIA _

CLAS( ), DOWNORADING & AUTHORITY

5. Specify the anticipated delivery platforms (i.e., F-4J, 4-7D,
. ) RF-U4E, etec.). If unknown, so state.

CLAS( ), DOWNGRADING & AUTHORITY

6. Specify the anticipated ajrcraft that will be in formation
with the aircraft carrving the weapon system. Also, 1f known,
state the specific formations that will be used.

CLAS( ), DOWNGRADING & AUTHORITY

7. Specify the minimum altjtude above ground level for the weapon
delivery platform during the delivery phase. (Note: this
altitude must be greater than or equal to 200 fest.)

CLAS{ ), DOWNGRADING & AUTHORITY

’ ; (Continued’
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TABLE B-1 (Continued)
EMR ENVIRORMENT FORECAST REQUEST FORM

Specify the lowest power density which, when inecident on
the weapon system, will cause harmful effects. The minimum
value must be at least 0 dBm/mz.

CLAS( ), DOWNGRADING & AUTHORITY

Specify the worst probable level for failure that you can
tolerate for your system, assuming that all design goals
are met and the system will faill only due to EMR,

CLAS( ), DOWNGRADING & AUTHORITY

Specify the probable radiating target classes for the weapon
{(i.e., SAM sites, radio relay stations, fighter aircraft,

ete.), if any. .

CLAS( ), DOWNGRADING & AUTHORITY

In general, the valid data of the EMR environment forecast

is determined by the type of analysis requested in Question 4
above. Thus, Type I analysis normally includes a (current)
baseline and a 20 to 30 year forecast (the exact interval
depending on customer choice). Similarly, Type Il analysis

(Continued)
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TABLE B-1 (Concluded)
EMR ENVIRONMENT FORECAST RERQUEST PORM

includes a {current) baseline and a 15 to 25 year forecast.
However, these intervals are primarily determined by oustomer
requirements. (No forecast will be made for periods exceeding
30 years or for periods less than 5 years.) Specify the vali-
dation period of the forecast.

CLAS( ), DOWNGRADING & AUTHORITY

12. For Type II and IIIA analysis, specify the theaters for uhlch
a tailored EMR environment is required. The locationa of
these theaters are specified in Appendix C of the Customer's

Application Manual.

. ) 1. Alaska - Kamchatka 7. Nor:heastern-North
2. Australia & New Zealiand American
3. Central America 8. Pacific Islands
y, European 9. South African
5. Mediterranean 10.  South Central Asian
6 North Asian 11.  Scuthern Latin American
i2. CONUS

CLAS( ), DOWNGRADING & AUTHORITY
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APPENDIX C
ANALYSIS AND PREDICTION

10. INTRODUCTION. Analysis is the process of separating something
into its constituent parts. In EMR analysis, the goal is to break
down the EMR response of a system into the constituent parts of the
reaponse. For sxample, the EMR response may be analyzed into the re-
sponse of scattering structures, into the response of apertures, into
cable response, and into electronic component and subsystem response.
Mathematical models of the electromagnetic interaction with the system
parts are used to predict each response. By oconsidering the separate
responses, the system response can be assessed.

Appendix D describes the Intersyatem Analysis Program (IAP)
which 1s easentially computer software programs of mathematical models
used in analysis and prediction of responses to electromagnetic energy.
The purpose of this appendix is to supplement Appendix D with pertinent
information and to provide an insight as to analysis and predietion
methods. The goal is to develop an overview of analysis and prediction
with ample references for those desiring mors depth., In some cases,
the material presented in the following sections is a recspitulation
of other source material. The material, plus additions, has been ar-
ranged and assimilated into a form more directly applicable to analysis
and prediction of weapon system EMR response.

The role of analysis and prediction is worth discussing before
proceeding. Within the present engineering state-of-the-art, neither
experimental methods nor analytical methods should be relied on solely
to assess a system. In most experimental situations, neither the time
nor the capability exists to conduct sufficiently valid statistical
or sensitivity teasts to fully evaluate all the parameters of an electro=-
magnetic environment. Usually only one weapon system is tested. The
system that is tested may differ considerably from systems in the same
class. These differences arise because of production differences such
as in cable routing paths. It must be realized that all test configura-
tions at best are only a simulation of a system in its actual environ-
ment. For example, instrumentation to detect or record responses can
unintentionally modify the response being observed. Arguments can
also be given why an EMR system assessment should not be based only
on analysis and prediction. In general, analysis and prediction is
presently at the stage of development that facilitates only "worst
oase” approaches. The worst case approach will usually result in an
upper bound prediction and all potential susceptibilities are identi-
fied. However, non-susceptible situations may be predicted as suscp-
tible because of the worst case approach. These situations lead to
overhardening with unnecessary adverse effects on system performance.
More accurate analysis and prediction can be implemented, but genarally
are more costly, and the required detailed geometric data is time con-
suming to obtain or may not be available.

The best overall approach is to utilize experimental and analytl-
cal methods in a complementary manner. Such an approach welighs the
strong and weak points of both methods against each other. For exam-

~
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ple, the analysis and prediction method is the only approach available
for use in the conceptual stage where little or no hardware is avail-
able for experimental assessment. In trade-off studies, two competing
systeme must be evaluated when only drawings anc specifications are
availsble. However, as a system development progresses and hardware
becomes available, test results can hz used as an input to the analysis
and prediction effort to improve acouracy. In other situations, it
may be appropriate to use analysis and prediotion for test planning

or to interpret test results. This complementary use of experimental
and analysis/prediction methods assures the best possible methodology
within the present engineering state-of-the-art.

20, ELECTROMAGNRTIC ENWIROMMENTS. Appendix A disc.2ses the EMR envi-
ronnent and defines the source of this environment as ulai power radiat-
ing emittera such as rzdar and comdunication transzitters, jammers,
navigational equipments, etc. The EMR environment includes friendly
and/or hostile emitters. Notlice that the EMR environment results from
emitters external to the weapon system and includes electromagnetic
counterimeasures (ECM) sources. There are many other environment~
both natural and man-made, to which a weapon system may be susceptible
[c=1]. For the analysis and prediction effort, it is advantageous
to consider these diffsrent environments in a ocoordinated manner.
Coordination of the environments is cost-effective and efficient, since
they all require modeling of the same structures, apertures, cables,
and circuits. Even though the environments are generated from differ-
ent sources and their essential properties are divergent, they all
give rise to the same generalized problem in the sense that unwanted
and unintenticnal energy i1s coupled to electronic systems.

20.1 ENVIRONMENT CHARACTERISTICS. Other environments that should
be considered in an analysis and predicticn effort include electromagne-
tic pulse (EMP), electromagnetic interference (EMI), lightning, and
precipitation static (P-static) electricity. Figure C-1 is a simpli-
fied spectrum comparison of these environments.

In general, there are various types of EMP, and the most impor-
tant ona3 is that resulting from a high altitude (exoatmospheric) burst.
Here, the EMP is generated by the interacticn of nuclear burst products
such as gamma rays and x-rays with the upper region of the atmosphere
and the earth's magnetic field. Electrons, produced by the Compton
scattering of gamma rays and air molecules, spiral about the earth's mag-
netic field. The resultant effect is a substantial levezl of electromag-
netic radiation below this source region with roughly uniform field
intensity radiating outward in all directions. The intensity of the
field and area coverage makes the high altitude burst EMP one of the
most pntent sources of unwanted elactromagnetic energy. Other types
of EMP include: (1) atmospheric burst EMP, (2) ground burst EMP, (3)
dispersed EMP, (Y4) internal EMP, and (5) system-generated EMP. High
altitude burst EMP has a very fast risetiie (nanoseconds) and a 10 KHz
to 100 MHz spectrum. Field levels can be 100 itv/m orders of umagnitude.

EMI is electromagnetic noise in the sense it is unwanted; it is
generated by electronic and electrical equipments, distribution networks,
radiating subsystems, ctc., of a svstem. ‘These various sources can
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be broadly classified as radiated and conducted electromagnetic energy
and may be both intersystem or intrasystem generated. The EMI spectrum
is usually oconsidered to extend from 400 Hz to 18.0 GHz for airborne
syztems. Radiated EMI may include levels in the order of 100 v/m.

Lightning strikes on airborne systems are considered to be direct
hits for worst case considerations. The most common source of lightning
is the eleotriocal charge separated within thunder clouds. Charge separ-
ation and lightning can also be induced by thermonuclear detonation.

An entry of an airvorne system into an electrically charged region

- can also trigger lightning. A typical lightning stroke comprises multi-
ple pulses, often superimposed on a relatively small continuing or
"follow=on" ourrent. The rise times of lightning pulses are on the order
of microseconrds and have a 1 KHz to 5 Miz spectrum. A direct strike

can produce currents on the order of 10 KA,

Static electricity results from an electrical charge which is
generated on the surface of an airborne system. When the static elece
tricity leaks off the surface, an electrical interference called P-static
results. Static electricity discharges have a 1 MHz to 100 MHz spec-
trum and voltage levels on the order of 1 Mv. Electrical discharges do
not occur betwsen objects when they are bonded together.

20.2 EMR ENVIROMMENT PARAMETERS. The primary concern of this hande-
book is the EMR environment, and parameters of this environment must
be considered in an analysis and prediction effort. These parameters
are as follows:

(1) Frequency. The EMR environment frequency range is from 1 MHz
to 100 GHz. It is obvious that structures will range from small
in terams of a wavelength to very large in terms of a wavelength.
(2) Power Density. Power densities may be greater than 60 dBm/mz.
Sources may be CW, AM/FM modulated or pulsed. Both peak and
average powers must be considered.

(%) Modulation. Modulation is particularly important in assessing
system susceptibilities. Induced signals with the proper
modulation can be processed as legitimate signals and cause
disruptions. Modulations which affect guidance may be different
than those which affect fusing, etc., so each aubsystem

nust be investigated independently.

(i) Polarization. Structures may respond better to some ,clov'r?ae
tions than they do to others. Horizoutal and veri.cw! nulari-
zetions are usually used in the analysis and pradictiun procew
dures,

(5) Aapect Angle. Since the system's structure and its electronic
conductors behave as inadvertant antennas, the coupling between
the external field and the structure is a function of the aspect
angle,
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(6) Dwell Time. Dwell time is a funoction of the environment and
the weapon system dynamics. For example, it is the time that
a weapon may remsin in a radar mainbeam.

30. SYSTEM CONSIDERATIONS.

30.17 ANALYSIS AND PREDICTION REQUIREMENTS. EMR analvsis and predic-
tion techniques are based on external iliumination of & weapon system
aither in the near.field or far-field of a source. The mathematical
models utilized are in the frequency-domain. If the aystem require-
ments include FMP and lightning protection. matheratioal models derived
in the time-domain are usually more suitatble. There are several gnod
resources available for EMP and lightning time-domain caloulations.
The Air Ferce Weapona Laboratory has published an EMP handbook [C-2)
for miasiley and aireraft. The Air Force Flight Dynamics Laboratory
has published a lightning handbook {C-3] for analysis and caloulation
of lightning interactions with aircraft electrical circuits.

30.2 SYITEM CORNFIGCURATION. The system configuration influences the
tvpe and level of anelysis and prediction techniques utilized. For
example, an air-to-air missile in flight is relatively small and self-
conteined. Mathematical models based on samaller than a wavelength
approximations may be appropriate for such a structure. However, when
the same missile i= on hoard an aircraft. such models may not be appro-
priate. Miasiles in flight can usually be modeled as if in free-space
with a plane electromagnetic wave illumination. For missiles on board
an aircraft, near-field illumination is probable. When an aireraft
with on-bcard missiles is on the ground, enalysis and prediction calcu-
lations must consider the reflections from ground. In essence, the
weapon system and its surrounding environment must be included in any
analvsis and prediction method.

30.3 PLUME EFFECTS. Plume effects are important considerations in
the svstem configuretions. In some cases, the ionized exhaust gaszes
of the plume can alter a missile's skin current distribution, and in
turn the coupling of EM energy into the interior of the missile. There
have been several theoretical studies dealing with plume effects.
Harrison's [C-U] studv used a plume model on which the effective elec-
trical conductivitv was assumed Lo be an exponential function of the
axial distance and the conductivities where taken to he high. Smith's
[C.8] study was directed toward small missiles with solid propellant
motors, and it is this studv that is reported on here,

Both homoreneous and axially inhorogenecus rlumes were conai-
dered. For the inhomogeneocus case, a low altitude plume program was
used to provide replistfe vaiues of the electrcal properties along
the length of the plume. The geometry of the thin-wire model used
for the analysis is shown in Figure C- 2. The missile and the plume
are represented by cvlinders with lengths zm and zp. resnectively,

and radius (a). An internal impedance per unit lensth z;. which
can be a2 function of the axial distance =, is uced to describe the elec-

trical p—nperties of the plur2. A uniform irternal impedance z,

71
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FPigure C-2. Detail of Thin-Wire Model for a Missile with Plume. [C-5)

c-6



MIL-HDBK=-335(USAF)
15 JANUARY 1981

is usad for the highly conducting missile. The incident electromagnetioc

fleld is a linearly polarized plane wave with electric field E1 in

the plane formed by the axis of the missile (2 axia) and the propaga-
tion vector k. For an incident field in another direation, only the
component of the field in this plane need be considered in the analyais
since it is the only component that will excite the thin-wire struoture.

The electric r'ield along the axis of the missile (z axis) is E:(Oi)

* E; sin 8, exp (~Jeoz cos 01) where E; a E, , and the reference
point for the phase of the incident field is at the center of the mis-
sile (z s 0).

The total axial current at any croas section of the rocket or
plume is I(z). The integral equation for the current on this structure
is the same as that used in the familiar analyses for linear antennas:

/-

'-o

o]
g /2 fﬂ Igz'zg."’ec:R do' dz'
- -(1P+lm/2) ¢

= A cos Boz + Boz

-j2r (XEO)

3B 2 cos®
co siné ° i

i

4j4ﬂ2 L
. 27 (t)1(t) sin Bo(z - t) dt (C=1)
% t--(£p+2m/2)

where:
zi(z) =z 1 for -4 /2&zef /2
m m m
i
- zp (z) for -(Ep + lm/2)< zs-!.mlz (C=2)
and:
R = [(z =292+ 4a® sin’(e'/2)]Y 2, (c-3)




13 JANUGARY 198

qo and G are the propagation constant and the oharacteristic impe-

dance for free apace, respectively. The constants A and B in (C-1;
are determined by imposing the boundary conditions at the ends of
the struoture, {.e., I( ln/2) = I(-lp-ﬁmla) = 0,

The current was determined froa the integral equation (C«1)
using the method of moments technigue which is described in a later
section.

Figure C-3(a) shows results of the analysis for the missile
model with a homogeneous plume. The distribution of the current
on the misaile without a plume is seen to have & form like [cos %z

-008 qg(z /2)] which is characteristic of a thin-wire scatterer in
an elestrlo field paralliel to its axis. The current builds up to
maximum value at the center of the miasile when the length of the
structure is near that for resonance (mm/x somewhat less than 0.5).

With the plume present, the amplitude of the maximum current on the
missile is reduced and is not as sharp & function of 1m/x as without

the plume. The current along tho plume is fairly uniform exocept

near the ends. This is due to the high resistivity of the plume

whioch attenuates axial currents that could produce a high standing

wave o the structure. The effect of the plume on the current in

the missile is quite different for missiles with different electrical
lengths lm/A. This is also illustrated in Figure C-3 where distributions

of current are shown for a missile with a length near that for reaonance
and an electrically short missile. In Figure C-3(a), the maximum

current on the missile with a plume is seen to be less than that

on the resonant missile alone. The current near the tail of the

missile is greatly inoreased when the plume is added. For an electrically
short misslle, lmlk << 1, the maximum current is much less than on

the resonant missile, as shown in Figure C-3{b) (note the change

of the current scale). With the plume present, the current on the
electrically short missile is increased over the value without the
plume at every point along its length. The relative changes in the
current on a missile without a plume as compared with a missile with
a plume are quite different. For the resonant missile, the distri-
bution of the current on the missile is determined primarily by the
length of the missile even when the plume is present. For the elec-
trically short missile, however, the distribution of current on the
missile is determined by the length of the missile and the plume,

2 = zm + lp. Note that the maximum current on the missile for all

values of lm/k used ococurs on the missile without a plume near resonance.

In Figure C-l, the current distributions for a missile with

" an inhomogenecus plume model are shown. For the resonant missile,

the currents are very similar for the homogeneous and inhomogeneous

plume model:. For the electrically short missile, Figure C-l(b),

the situation is quite different. The maximum current on the missile

with an inhomogeneous plume is about three times as large as that

for the missile with a homogeneous plume. This difference is consistent with
the idea that the distribution of current is determined by the electri-
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cal length of the missile and the plume for the electrically short
missile. A change in the internal impedancs per unit length of the
plume has a major effect on the current.

30.4 AVAILABILITY OP DATA. The data available for analyzing a weapon
system is genarally a function of the system's life cycle [0-23. The
various phases of the life cycle are discussed in Seotion 4. The avail-~
ablility of data impacts the selection of analysis and prediction prooce-
dures for each application. Some procedures require structure geometry
specified to within fractions of a wavelength while other procedures
require only approximete structural raepresentations perhaps in terms

of generic shapes. Also, the electrical charscteristics needed for
analysis and prediction can be dstailed as time waveforms or as superfi-
clal as frequency assignments. Availability of data increases 2a a
system progresses through each phase of the life cycle. The extent

of the data at e2ach phase is dependent upcn the degree to which "off-
the-shelf" equipment is utilized or the degree to which the system

under development is similar to other existing systems. Table C-1
provides broad guidelines as to data availability as a function of

the life cycle phases.

The performance criteria of subsystems is another type of data
avallability that impacts the choice of models and procedures. The
performance criteria of a subsystem are its characteristics when viewed
as a receptor, such as performance degradation curves or component

) susceptibility data. In some cases, the system performance criteria
may be known and the subsystem criteria derived. In cther situations,
off-the-shelf equipment is utilized and performance criteria has been
previously determined.

In summary, the structural, electrical, and performance criteria
available at any point in the life cycle has a major impact on the
selection of the analysis and prediction procedure selected. An analyst
must judge and chose the best approximations and models based on the
available data.

40, COMPUTATIONAL TECHNIQUES. There are a number of powerful compu-
tational techniques available for use in interaction and coupling analy-
ses. A thorough discussiocn of any one of the computational techniques
would be a lengthy treatise in itself. The scope here is limited to
a survey to provide an introduction to the subject material. Computa-
tional techniques exist for both the frequency and time domains. Fre-
quency domain models encompass those methods that either solve an elec-
tromagnetic problem at a single time-harmonic frequency (usually tem- -
poral variation assumed) or solve a quasi-static problem (f-+0) or
an asymptotic frequency problem (f+«), Time domain models are used
to find the impulse response of an electromagnetic system to a known
stimulus. Of course, through Fourier transforms, frequency domain
models cun often be used to solve many time domain problems and vice

versa.

c-1
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TABLE C-?
DATA AVAILABLE VERSUS FHASRS OF LIFE CYCLE

Congeptual
Subsystem Funoction Definitions
Organizations Responaible for Each Subsystem
© (eneric Subsystem
Power Cirouits
Communication Circuits
Telemetry Cirocuits
Data Processing Circuits
© Expected Geometry
Size
Weight

Generic Shape

Validation
0 Characteristics of Individusl Susbystems
Power Requirements
Time Waveforms

Spectrum
Susceptibility

o Prototype Specifications
Ceometric Data
Schematics and Diagrams
Materlal Characteristics

o Support Equipment Characteristics

(Continued)
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TABLE C-1 (Concluded)
DATA AVAILABLE VERSUS PHASES OF LIFE CYCLE

.
Full Scale Development

o Geometric Data
Shape and Surface Information
Wire Routing
Component Locations

o Teat Results

o Measured Data of Production Sample
o Refined Data on Geometry and Electrical Characteristics
o Description of Equipment Down to Brand Names

o Maintenance Statisties
¢ Modification Specifications

as
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40.1 METHOD OF MOMENTS. The method of moments (MOM) [C-7]-[C-9]
is a numeriocal technique for obtaining approximate soluticns to three
dimensional integral equations of the form:

£(r) = ff[ k(r, r")g(r') dv' (C~4)
V'

where f(r ) is some knowh forcing function, k( r, r') is a known inte-

gral kernel and g(r') is the function to be determined. To illustrate .
the tsohnique, consider the more simple one dimensional integral equa-
tion:

P,

f£(x) = f k(x,x")g(x") dx' (C~5)

Py

The method azsumes an approximation to the unknown function g(x') of
the form:

N
g (x') = 3 g8, (x") (C-6)
i=1
where the coefficients 8, are unknown and the ai(x') are linearly lnde=-

pendent functions, usually called expansion or basis functions. The
ai(x') are chosen ian the hope that some combinatior such as (C-6) can

accurately approximate the unknown. Next, another set of functions
(x) (k = 1, 2, ===, N), usually called weighting functions, are chosen

so that a similar linear combination can accurately approximate £(x).
Replacing g(x') by 8y (x) in (C~5) gives: .

Py

N
f(x)~/ kGox') |2 g (x")|  dx'
P1 i=1

N 2 ' (C-7a)
~ 12:1 jil k(x,x')ai(x')dx] By a

Multiplying both sides of (C-7a) by each of the N functions
wk(x) and Integrating with respect to x from Py to P, gives an inhomo-

geneous set of N linear equations in N unknowns:
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P2 P PZ

2
N
f wk(x)f(x)dx-f "k(") Z f k(X.x')ai(x')dx' 8y dx  (C-7b)
P : P P

1 1 1=1 1

N "P P
2 "2

- 3 f j wk(x)k(x.x')ai(x')dx'dx 8y k=1,2,...,N
1-11 e Jp,

or
>
£, o a, .8 (C-7¢)
kT & kb
with P, P, P,
fk = j; wk(x)f(x)dx Oy = J; J; wk(x)k(x.x')ai(x')dx'dx '
1l 1 1

(C-7¢c) can be written in matrix form as:
Fela] C o C o (C-7d)
which has the solution:

G= [a) " F (C-7e)

The general function g( r') is some unknown scalar or vector
source distribution such as charge or current. The function f(r)
is a known field quantity such as potential, eluctric fisld intensity
or magnetic field intensity. Thus the electromagnetic field problem
in terme of an integral equation has been reduced tc a matrix equation
which is more readily solved using computers.

There are two integral equation formulaticns that can be used
in the MOM; one is the electric-field integral equation (EFIE) and
the other is the magnetic-field integral (MFIE). The MFIE is well suited
for thin-wire structures of small or vanishing conductor volume while
the MFIE, which fails for the thin-wire case, is more attractive for
voluminous structures, especially those having large smooth surfaces.

When EFIE is applied to wire structures, certain assumptions
[C-10] are made so that thin-wire approximations may be invoked, The
assumptions applied are:

(a) Transverse currents can be neglected relative to axial currents
on the wire. ;

C-15
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(b) The ocircumferential variation in the axial ourrent can be neg-
lected.

(¢) The current can be representsd by a filament on the wire axis.

(d) The boundary condition on the electric field need be enforced
in the axial direction only.

These widely used approximations are valid as long as the wire
radius is much less than the wavelength and much leas than the wire
langth,

As an example of the application of the MOM, oconsider the dipole
antenna and its MOM mode)l in Figure C-5. Thin-wire assumptions are
used, and the dipole antenna is divided intc n segments. For the
illustration, assume the model is divided into 5 segments. The matrix
equation for the MOM model becomes:

o 244 212 %3 Zig 245 5
g 221 Loz Zx3 Zay 25| |2 (c8)
ol = %31 %32 Z33 23y Ix), |7a
¢ Zyy Zyp Ziz Zay Zis| i
i Z5p 253 Zgy Igg 5

The voltage matrix is zero except at the gap of the antenna, The gen-
eralized impedance matrix represents all the interactions between the
segments on the MOM model. The unknowns are the currents on each wire
segment. The matrix equation is solved for the unknown currents.

Once the currents are known, field quantities such as antenna patterns
and impedances may be calculated.

As noted from the previous example, the impedance matrix size
is n x n, where n is the number of segments. Thus the impedance matrix
size increases in direct proportion to the size of the structure.
The MOM is best suited to structures with dimensions up to several wave-
lengths. Although there is no theoretical size limit, the numerical
solution requires a matrix equation of increasing order as the struc-
ture size is increased relative to wavelength. Hence, modeling very
large structures may reguire more computer time and storage than is
practical and still be within reasonable cost. The computer solution

3

time is proportional to n” and the computer storage time is proportional

to n2. To scope the demands on the computer, consider a A/4 monopole
mounted on a 2\ x 2A ground plane. The ground plane can be approximated
by a wire grid using ten segments per wavelength. Therefore, there
will be a total of approximately 400 unknowns with the monopole. The

400 unknowns require storage of (HOO)Z = 160,000 Zij impedance interac-
tions which are all complex numbers. ’

Not only have thin-wire models been developed using MOM's, but
surface integral equations have been used for the so-called surface
patch models. Surface patch models have been based on the MFIE [C-11]
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Figure C-5. (a) Dipole Antennas, {b) MOCM Model [C-9].
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and the EFIE [C-12], The thin-wire models have been applied to surfaces

by using wire~2rid models. However, wire-grids have been shown to

be poor models [C-13] of a closed surface for interaction calculations,

and the surface patch models are preferred for closed surfaces. .

40.2 GEOMETRICAL THEORY OF DIFFRACTION. As previously discussed,
the MOM's solutions tend to be restriuted to lower frequencies, based
on the fundamental limitation on the size of matrices which -computer
can solve without excessive loss of accuracy or exceasive costs, A
. computational technique more suited to high frequencies (the structure
is large in terms of a wavelength) is the Geometrical Theory of Diffrac-
tion (GTD) [C=~14]. Since GTD is essentially a high frequency solution,
the lower frequency limit of this aclution is dictated by the spacing
between the various scattering centers (they should be at least a wave-
length apart). Under this restriotion, the low frequency limit is
typically around 100 MHz. The upper frequency limit is dependent on
how well the thecretical model simul:tes the important details of the
actual struoture.

GTD was introduced by Keller [C-15] as an extension of geometri-
cal optics to inolude the diffracted field in the high frequency sclution.
The theory is based on the following postulates:

(1) The diffracted field propagates along rays which are determined
by a generalization of Fermat's Principle to include points
on edges, vertices, and smooth surfaces in the ray trajectory.

(2) Diffraction like reflection and transmission is a local phenome-
non at high frequencies, i.e., it depends only on the nature
of the boundary surface and the incident field in the immediate ‘
neighborhood of the point of diffraction.,

(3) The diffracted wave propagates along its rey so that
(a) power is conserved in a tube (or strip of rays),

(b) the phase delay along the ray path equals the product of
the wave number of the medium and the distance.

Using these postulates, one can express the diffracted field
in the same form as a geometrical optics field with some coefficient
of proportionality to the incident field at the point of diffraction.
The coefficient 1s determined from a canonical problem and is referred
to as a diffraction coefficient. For practical purposes, the GTD can
be divided into two categories: (1) wedge diffraction theory - to
treat diffraction by edges and (2) creeping wave theory - to treat
diffraction by ocurved surfaces.

Complex structures such as a missile or an aircraft are modeled
using a composite of wedges or curved surfaces to represent the impor=-
tant scattering surfaces. For example, wedges may be used to represent
the scattering from aircraft wings and scattering from the fuselage
may be represented by a cylinder.
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To obtain some idea of the formulation of GTD solutions, consi-
der diffraction from the wedge structure in Figure C-6 [C-16]. Consi-
der a plane electromagnetic wave normally incident on the wedge of
an angle (z-n) . The azimuthal angles y and b, are associated with

the angle of diffraction and the angle of incidence, respectively.

The field . at point P is a solution to the scalar wave equa-
tion subject to the appropriate boundary conditions; the solution may
be formulated as:

H(r,0) = v(r,w + 9 )+ v(r, ¥ - v,) (c-9)
Polarization determines the choice of sign such that, with the electrio
vector perpendicular (parallel) to the edge, the positive (negative)
sign is chosen. It is convenient to represent the incident or reflected
field in the form

v(r,¢) = v(r,w + v.) (C=-10)

such that the (-) sign yields the incident fields and the (+) sign
yields the reflected fields, The component field is given by

v(r,9) = vk + vy (c-11)

where v*% is the geometrical optics field given by

vk = ejp cos(¢ + 2mN) for -~ n < (¢ + 2wnN) < n

0 otherwise
N=20,+],+2 . .. +n (c-12)

and VB is the diffracted field given by

o = L goCosé 48 (c-13)
B 2m ) i(+e)/n

where
p = kr (C-14)
Here C is the appropriate path in the plane of the complex variable.
Asymptotic expressions for (C-13) have been derived by Sommer-
field [C-17], Pauli [C=18] and Hutchins and Kouyoumjian [C-19]. It
is the asymptotic expressions that are used in GTD computer computations.

40.3 HYBRID TECHNIQUES. Both the MOM and the GTD are useful computa-
tional methods within their class of problems. The characterization

C-19
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of wires on or nesar a metallic surface by MOM is significantly limited
by computer storage. This restriction appliea to thin-wire or surface
patch represantations of a surface. Thus the MOM ias a low-frequenocy
technique since its practical use is generally limited to bodies that
are not large in terms of a wavelength. However, the GTD is a high
frequency technique applicable to bodies that are large in terms of

a wavelength. The two computational methods can be combined to_ aomple-
ment each other using the so-called hybrid techniques. Thiele [c-20]
has extended the MOM via the use of GTD to include a wider class of
problems where a large body {in terms of a wavelength) has a wire struc-
ture located on or near the body. The approach is to modify the MOM
impedance matrix using GTD to account for the large body presence.
Burnside [C-21] has developed a hybrid technique in which the GTD has
been extended via the MOM. 1In this approach, the MOM is used to obtain
the GID diffraction coefficients, thus enabling GTD to be applied to
additional structures that can not be handled with GTD alone,

40.4 STATISTICAL METHODS. EM coupling into electronic components
and subsystems can not always be characterized in a deterministic man-
ner. This is especially true when the EM coupling is via inadvertent
paths such as seams, holes, cables, etc. While in principle an arbi-
trarily accurate analysis of the EM coupling can be derived by sclving
Maxwell equations in the context of a boundary valve problem, in real-
ity even for a relatively simple system, such a classical deterministic
approach often demands more effort and resources than are available.
Not only does the EM coupling through inadventent paths require statis-
tical methods, but so does the inecident EM energy, since it is a fune-
tion of polarization, incident angle, etc. To circumvent this situa-
tion, EM coupling analysis may rely on worst-case models or on statisti-
cal models. The development of suitable statistical models are still
in an early stage of development. Some of the recent efforts to form-
late statistical models are reviewed here.

Graham [C-22] analyzed coupling to an electronic system in terms

of random small dipole interactions for the frequency region where

the system components, e.g. wire lengths, are small in terms of a wave-
length. Both random coupling to the incident wave and random interac-
tions among the dipoles were considered. The variables randomized

were the incildent direction and polarization, the sizes and orientations
of the dipoles, the mutual coupling effecte, and the lumped load imped-
ances, The results of the statistical model showed that the EM coupl-
ing to large systems, when dominated by low frequency maguetic fields,
18 largely insensitive to the coupling detall and yields a distribution
'whose central part is nearly log-normal with a standard deviation of
about 6 dB. However, it may be that the shapes of the extreme percen-
tiles of the distribution may depend on and be sensitive to the detailed
nature of the coupling.

Morgan [C-23], in an informal manner, developed basic statisti-
cal concepts concerning the statistical analysis of load impedance
excitatiens induced on a random N-wire cable by an incident field.

The N~wire unshielded and unbranched random cable is modeled by a sto-
chastic random process such as the Monte Carlo random walk procedure.
The reciprocity theorem is used to compute the load excitations.
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Swink [C~24] considered the canonical problem of penetration
of EM energy into a cylindrical enclosure through a small aperture
as shown in Figure C-7. A parametric analysis >f the model was performed
by varying the incident angle of the incident field, the aperture loca-
tion, and load impedances., The parametric data was then condensef
end interpreted by utilizing basic statistical methods. Prehoda [C-25]
extended the model investigation to consider the cylinder's antenna
pattern effects and the internal transmission line structure for low
frequencies. The antenna pattern effects were characterized using
oumulative gain distributions. Some of the observations from the study
were:

(1) The aperture admittance of a well-shielded enclosure presents
a large mismatch to both the external structure equivalent an-
tenna configuration, as well as to the internal transmission
line configuration.

(2) Although the mean power available to widely differeut external
structure equivalent antenna configurations is identical, the
probabllity of receiving that power is highly dependent upon
the gain of the antenna.

(3) A low-gain, external-structure, equivalent antenna, on the aver-
age, is likely to receive more power than a higher gain antenna
for random angles of incidence.

(4) The 1% to 95% portion of the cumulative gain probability curves
of the received power associated with a varying load at the
end of a transmission line are not extremely sensitive to the
distribution of the load impedance.

(5) The mean of the external-structure antenna response of a shielded
eleotronic system is a constant. Similarly, the distribution
of power received by an internal load as a function of internal
variations is relatively stable. As a result, the coupling
of electromagnetic energy into an electronic system is primarily
dependent upon the charcteristics of the aperture itself.

40.5 FINITE DIFFERENCE METHODS. The finite-difference method is
significantly different from integral equation approachs in that the
method utilizes Maxwell's time dependent curl equations, and the equa-
tions are applied to a volume containing .the structure of interest rather
than a surface [C~26] [C-27]. The basic approach in using this method
is to form a three-dimension lattice that surrounds the structure and
solve the resulting finite-difference forms of Maxwell's equations
in a time-stepping manner. By time-stepping, i.e., repeatedly solving
the finite-difference analog of the curl equations at each point of
a space lattice containing the structure of interest, an incident wave
on the structure is tracked as it first propagates to the structure,
and then interacts with it in some way (surface current excitation,
diffusion, penetration, etc.). Wave tracking is completed for pulsed
illumination when the desired early or late time behavior is observed;
for sinusoidal illumination, the en¢ point is the attainment of the
sinusoidal steady state.-
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Figure C-7. Cylindrical Enclosure Model. [C-24]
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Time-stepping for the finite~difference method is accomplished
by what ig termed ar explicit finite-difference procedure, Here,
the value of an electromsgnetic field component at the latest time
step is computed using only field quantities found during the previous
time step, and stored in the computer memory. Thus, no simultaneous
equations are needed to compute the fields at the latest time step.
Further, computation can proceed one lattice point at a time, and
the new field value at each point can be placed immediately in memory.

The finite-difference method formulation permits simple and
straightforward modeling of arbitrary dielectric/conducting structures.
The space containing the structure being modeled is divided into
discrete volumes or unit cells. The simplest case is that of a cubic
unit cell, which results in a cubic lattice approximation of the
geometry. For this case, the structure of interest is mapped intc
the space lattice by first choosing the dimensions of the unit cell,
and then assigning appropriate values of electrical permittivity
and conductivity to each unit cell of the lattice. Thus, inhomogeneities
or fine details of the structure can be modeled with a maximum resolution
of one unit cell and then surfaces can be modeled as infinitely thin,
atepped edge sheets,

Taflove C~-26 recently extended the finite difference method
to incorporate a satisfactory approximation to the free space condition
at the lattice truncations, and the simulation of a long duration
pulse or continuous wave incident on the structure of interest.
Taflove also applied the method to map the field distribution within
a small nose cone section of a missile which has an optical port
and a seam type aperture.

50. AVAILABLE COMPUTER CODES. The availability of computer codes
has put within the grasp of the EM analyst 2 technical data base
to handle complex analysis and prediction procedures. The data base
is not centralized, but is segmented through numerous organizations.
Some organizations are prepared to transfer their codes to qualified
users. Other organizations go a step farther and maintain output
libraries which are available to users.

Although many computer codes are written in standard computer
languages, such as FORTRAN IV, the codes are not truly machine independent.
Invariably, subroutines must be modified to get a computer code up
and running on a user's computer. For these reasons, when requesting
computer codes, it is recommended that a two to three month lead
time be used to allow ample time for code modification.

In the following sections, system-level, interaction/coupling,
and circuit analysis codes are described. The description includes
the code name, the developer organization, and the applicable geometry.

50.1 SYSTEM LEVEL, CODES. System level codes are a collection of
mathematical models used in solving for a system response. In EMR
analysis, the system response to EM energy is determined by breaking down
the response into constituent parts such as the response of scattering
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structures, apertures, cables, etc. Characteristically, system level
codes also have provisions for calculating or inputting susceptibility
data. The data is used to establish criteria to measure EM energy
effects on system performance.

System level codes may be either intersystem or intrasystenm.
Intersystem concerns interactions between independent systems such
as two aircraft. In the intrasystem case, interactions are between
components or subaystems within a single system. EMR analysis and
prediction is oconcerned with both intersystem and intrasystem configura-
tions. For example, cosite analysis of two airoraft is an intersysten
problem while an on-board analysis of a single aircraft is an intrasys-
tem problen.

Several system lavel codes are describsd in this section. The
codes have other available models that may provide additional capabil-
ity or provide a better model than existing ones in IAP's IEMCAP system
level code.

50.1.1 SPECIFICATION AND BLECTROMAGNETIC COMPATIBILITY ANALYSIS
PROGRAM (SEMCAP). SEMCAP is a large scale computer program for intra-
system analysis, and has been in use since 1968, when it was developed
?a a 3paeecraft oriented intrasystem analysis program for NASA [C-28]

c-29].

Basically, this program performs an analysis between modeled
interference generators and modeled interference receptors for various
interference transfer functions. The generators and receptors are
modeled in terms of their electrical and physical parameters. The
system's physical characteristics are also modeled so that transfer
functions can be computed. The computer calculates the spectrum of
the generator circuits and transfers the energy via the transfer func-
tion to the receptor terminals. The received spectrum is limited by
the receptor bandwidth and integrated over the complete frequency range
from 10 Hz to 10 GHz (or higher, at the user's option). The integral
then represents the voltage available at the receptor terminala. This
received voltage is compared to the threshold of the particular circuits
to determine compatibility status. In addition, the computer stores
the voltage received from a particular generator and proceeds through
the complete generator list until the contribution of each generator
is determined. These contributions are summed to determine if the
receptor is compatible with the sum of all generating sources modeled.

SEMCAP was developed to perform analyses of spacecraft, where
the major problems are in the area of wire-to-wire coupling in complex
cable harnesses. Antenna-to-antenna radiation on most satellites does
not represent a serious analysis problem because, unlike an aircraft,
there are few antennas on most satellites, and these usually operate
in the GHz frequency range. Therefore, the emphasis was placed on
what happens inside the spacecraft. Consequently, SEMCAP models are
virtually unconstrained by the complexity of cable harnesses regardless
of the number of different wires or types of wires used, the number
of harness segments, unequal spacing of wires in the harness, different
heights above ground, different pigtail lengths, etc. A unique feature
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of SEMCAP is that the model may simultaneously define a large number
of different separation distances between wires in the same harness,or
between wires in different harnesses. In addition to handling the
affects of shielded wires, SEMCAP simultaneously can deal with the
effects of group shields, bulkhead shielding, various values of ground
return resistances, various values of common return paths, etc.

However, because it is recognized that not all problems deal
with wire~to=-wire coupling, a flexible method was developed for model-
ing antenna-to-antenna, antenna-to-wire, and field-to=wire coupling.
This method requires definition of the field rather than definition
of typical antenna parameters. In fact, the antenna coupling capabil-
ity of SEMCAP has been used very little because of the nature of the
analytical problems to which it has been addressed. On the other hand,
ooupling from external fields originating from arc discharges and EMP
has been analyzed using the E and H-field models. A feature of this
flexibility is that any number of various internal and external fields
can be modeled simultaneously, in either the time or frequency domain,
and a large number of different structural shielding characteristics
can be modeled simultaneously, with the shielding factors being either
constant or variable as a function of frequency.

Another unique feature of SEMCAP is that it generates its own
frequency base using as many points as necessary to define the spectrums,
and has a standard frequency base of 1801 points which are logarithmic-
ally spaced to give 1% resoclution., On the other hand, if the user
wishes to select frequencies as in frequency amplitude pairs, he is
virtually unlimited as to the number he may use.

SEMCAP models for generators are described in either the time
or frequency domain. In the time domain, it accepts models for sine-
waves, single pulses, pulse trains, and ramp steps. In the frequency
domain, there is no practical limit to the number of frequency ampli-
tude pairs that may be used. Voltage sources and current sources are
defined independently. E and H-field sources are derived from the
voltage and current sources, or may be entered independently, at the
user's option. Filters may be used for each source and may be defined
in either the frequency domain or by standard parameters such as ocutoff
frequency, slope, inband insertion loss, etc. Two filters may be cas-
caded for each source. The use of generator filters is optional, and
in practice is used infrequently.

D

SEMCAP models for receptors are modeled as voltage thresholds
combined with a frequency response curve. This allows a reasonably
accurate representation of both analog and digital (or bi-level) cir-
cuits. The frequency response curve can be defined in the frequency
domain or by standard filter parameters. If desired, two filters can
be cascaded for each receptor.

The development of SEMCAP Version 8 provides an enchanced version

of a proven system level analysis program which has been successfully
used for many years.
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50.1.2 INTERFERENCE PREDICTION PROCESS - VERSION 1 (IPP-1). The
system level computer code IPP-1 [C~30] {C-31] is a versatile computer
pregram designed to assess transmitter=to-receiver interference and
to provide useful parameters and data for optimizing compatibility
in EM environments.

Development of the operating program was sponsored by RADC and
contractually carried out by the Atlantic Ressarch Corporation, Alex-
andria, Virginia.

IPP-1 may be used to assess interaction betwesn equipments over
a broad frequency span rangiiag from VLF through microwave systems.
While pulse and non-pulse systems are both within the ocapability of
IPP~1, many of the submodels were generated to handle the special inter-
action mechanisms of non-pulse systems.

IPP-1, operating under the control of an "executive routine,"
can, through user options, "order" several basic types of analyses
to be performed. The analysis options are:

EMC analyasis,

data base management,

power density/field strength analysia,
frequency/distance analysis,
intermodulation analysis,

adjacent signal analysis.

0002500

The EMC analysis is performed in three basic phases termed:

] Rapid Cull Phase,
o Frequency Cull Phase,
° Detailed Analysis Phase.

In the Rapid Cull Phase, simplified, conservative estimates
are made to eliminate obvious, non-interfering situationa which exist
in the environment. 1In certain applications, the electromagnetic envi-
ronment may be quite large and rapid means must be used to eliminate
the low likelihood interferernce cases. The Rapid Cull Phase performs
this function.

The Frequency Cull Phase, using more refined analysis techniques,
operates on the reduced environment (cases not eliminated by Rapid
Culling) to effect further reduction of the environment, i.e., cases
which have a higher likelihood of ocrurring are examined in this phase.

Once the rapid and frequency culls have been applied, the envi-
ronment (cases to be examined) should be significantly reduced from
the original level. The detailed analysis, a fairly time-consuming
operation, can now be used to "fine-grain" analyze the cases which
appear to have an appreciable chance of interference.

Output from each analysis phase, described above, is used as

input to the next phase. This type of approach (sequential culling)
attempts to optimize computer time (minimize computer run-time).

c-27
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§0.1.3 INTRASYSTEM ELECTROMAGWETIC COMPATIBILITY ANALYSIS (IECA).
The IECA [C-30], {C-31) was developed under Air Force sponsorship to
analyze and predict interference between avionic subsystema on aerospace
vehiocles. IECA inecludes four interrelated programs:

8, Antenna-to-Antenna Compatibllity Analysis Program (ATACAP) ocupl- .
ing -=- Analyzes interference from transmitters to receivers
when the path is between their antennas.

b. Wire-to-Wire Compatiblity Analysis Program (WIWCAP) -- Analyzes
interference resulting from cross coupling within a wire bundle.

c. Fleld~to-Wire Compatiblity Analysis Program {(FTWCAP) -- Analyzes
interference induced in the loads of an aircraft wire bundle
from exposure to on-board antenna radiation through dielectric
apertures in the vehicle skin.

d. Box-to-Box Compatiblity Analysis Program (BTBCAP) -~ Analyzes
interference resulting from low frequency magnetic fields coupl-
ing into sensitive transformers and electron beam devices within

equipment boxes.

Each program exists as a separate deck of punched cards, and
input data formats are compatible between them, All four programs
can be run for a given vehicie to obtain a complete analysis or they
can be run independently, as desired. The programs are in FORTRAN IV
langvage and were written for the CDC 6600 computer.

Since analyses and prediction are most valuable early in the
conceptual and design phases of vehicle development, the programs may
be used before many of the basic equipment parameters are Known. There-~
fore, the program has many built-in default parameters which can be .
used for the unknown parameters. The values are based on the applic-
able military specifications or on mathematical expressions. An analy-
sis can be perfurmed initially using the default values so that the
major problem areas can be determined and corrective measures taken.
Later, when the actual data and specifications become available, new
analyses can be made to update the previous ones. Eaeh program prints
a summary of all data, including any default values that were inserted.
Thus, a record of the data on which the analysis was based 1s provided.
All default values are identified in the printout.

50.2 ANTENNA-TO-ANTENNA ANALYSIS CODES. Several codes designed spe-
cifically for aircraft antenna-to-antenna interference analyses are
available. ATACAP as described in the previous section is one of those
codes. This section describes other antenna-to-antenna codes.

50.2.1 AVIONICS INTERFERENCE PREDICTION MODEL (AVPAK3). Under con-
tractual taske with the Federal Aviation Administration (FAA), ECAC
developed AVPAK3 [C-32] to determine the mutual effects of introducing
new avionics equipment to an existing airframe.

The analysis of the mutual effects of the operation of equipment
on an airframe is accomplished *v predicting the expected level of
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inter ference ralative to the degradation threshold of each receiver.
Antennas are assumed to be isotropic and may be located on the aircraft

or on a neighboring aircraft. Equipment examined for possible interfer-
ence includes those with cverlapping or immediately adjacent operating
frequencies, und also, those with harmonically related operating
fre-uencies for which inadequite transmitter harmonic attenuation

exists, Nonlinear effects are not included in the analysis and must

be dealt with manually. To ensure that only far-field coupling conditions
are considercd, only those equipments operating above 3C MHz ave

treated.

The model offers the option of either a purely deterministic
calculation or a probabilistic calculation that estimates the probabil-
ity of interference., The body of the airframe is modeled as a cylinder
of finite length to which appropriate conical sections may be added.
The calculation takes into account the factors of airframe curvature,
airfoil obstructions, and bulkhead obstruction.

In addition to interferance analysis, the model calculates
the power density at user-specified points, resulting from the operation
of transmitters located on an aircraft. These points may be located
anywhere on the airframe, including wing pods, or they may be "raised”
from the ajirframe (i.e., not lying on the fuselage skin), including
locations on neighboring aircraft. The model #1soc has the capability
of calculating a cumulative power density due to the effects of more -
than one transmitter.

An empirical method to compute airfoil obstruction loss was
developed for AVPAK. The obstruction loss is determined by calculating
the free-space loss around the airfoil and adding a curvature correc-
tion factor.

50.2.2 ADVANCED ATACAP PLUS GRAPHICS (AAPG). During antenna-to-
antenna analyses, the geometry calculations required to define paths
between antennas are difficult to verify ar to correctness. The
ATACAP and IEMCAP provide the user with large quantities of data
which requires careful and time consuming examination. Futhermore,
the design of compatible systems involves several iterations of:

(1) program execution, (2) output evalution, and (3) system redesign.
Each iteration recomputes the majority of parameters which remain
unchanged from one run to the next. This is not efficient use of
computer time or of the analyst‘s time.

The AAPG C-33 has been developed to make the user-computer
interaction more natural, rapid, and productive. A user now communi-
cates with the computer program via a collection of graphical input/output
modules whereby he receives almost instantaneously plots, illustrations
and tables of coupling path information. This approach allows the
user considerable flexibility in redesign and in determination of

interference margins.

50.3 INTERACTION AND COUPLING CODES. The interaction and coupling
codes supplement the system level codes. If there is a requirement
to perform a rore accurate or detailed analysis of a separate response,
the interaction and coupling codes can be utilized. Numerous interac-
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tion and coupling codes exist. Bevenses, et. al., [C-34] has done

an extensive classification and cataloging of these codes. Other infor-

wation on coupling codes may be found in the DNA EMP Handbook, Volume 6

-Computer Codes [C-35], Some of the interaction and coupling codes ‘
are highlighted here using Bevensee's classification for code namea.

50.3.1 THIN-WIRE CODBS. Thinewire codes are based on the method
of moments computational technique. These codes are most applicable
to wire antennas in free space or to wire antennas protruding from
flat surfaces, These codes are also used to compute induced currents
on solid bodies through wire~grid approximations. 7Two well-known thin
wire codes are the NEC and the WF-0SU.

° NEC -~ The Numerical Electromagnetic Code (NEC) [C-36]
{C~37] developed at the Lawrence Livermore Laboratory under
the sponsorship of the Naval Ocean Systems Center and the
Air Poroe Weapons Laboratory. NEC is a user-oriented ocom=-
puter program for the analysis of interactions of EM waves
with conduoting structures. The program is based on the
numerical solution of integral equations for the currents
induced on a structure by an existing field.

NEC combines an integral equation for smooth surfaces
with one for wires to provide convenient and accurate model-
ing of a wide range of struotures. A model may include
nonradiating networks and transmission lines, perfect and
imperfect conductﬁzp, lumped element loading, and ground
planes which may be either perfectly or imperfectly conducte
ing.

The excitation in NEC may be either voltage sources,
plane waves of linear or elliptlic polarization, or fields .
due to a Hertzian source. The output may include induced
current and charge densitles, near- or far-zone electric
or magnetic fields, and impedance or admittance. In addi-
tion, many of the commonly used quantities such as gailn,
directivity, and power budget are also available.

° WF=0SU =~ The WF-0SU {C-38] [(C-39] code was developed
at the Electro Science Laboratory of the Ohio State Univer-
sity. The code is used to perform a frequency domain analy-
sis of thin-wire antennas and scatters of arbitrary geome-
try. The computer model is a plecewise linear representa-
tion of the actual geometry so that the structure is approx-
imated by strajght-wire segments. The segments may have
finite conductivity, lumped loads, and/or lossy insulating
sleeves, The homogeneous, isotropic, ambient medium may
be a loasy dielectric. Antenna computations include cur-
rent distribution, input impedance, radiation efficiency,
gain, far-field patterns, and near-zone fields,

50.3.2 SURFACE CODES. Surface codes are used to solve boundary value
problems over solid surfaces. Depending on frequency, the models have
been develcped around solid surface integral equations, thin wire inte-
gral equations, and quasi-optical techniques. Two surface codes are
the S3F-SYR and the G3F-TUD1.
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. ) ) S3F-SYR «~ This code was developed by Syracuse Univeraity
[C=40] and is used to solve in the frequency domain radia-
tion and scattering from bodies of revolution. The bodiss
may be solid, opan with zero-thickness shells (such as
open cylinders) and may have points (cones) and edges (discs).
The program is written for bodies in free space only.

The S3F-SYR/LLL1 [C=M1] is an extension of the S3P-SYR
code that includes an option for computing electric near
fields at selected test pointa.

o G3F=-TUD1 =~ This surface code was developed by the Technical
University of Denmark (C~42] and uses GTD to obtain induced
ourrents on simple models. The code has been used to com-
pute radiation from an antenna near a closed, convex poly-
hedral satellite inoluding direct, reflected, simply-diffracted
and doubly-diffracted rays. The code computes the radia-
tion oreated by a magnetic dipole at the observation point
and invokes the reciprocity principle to find the surface
ourrents caused by an incident wave. This is the usual
technique for finding surface currents with GID,

50.3.3 APERTURE CODBS. The classes of apertures that are of inter-
est can be categorized by: (1) apertures in planes, (2) apertures
in two or threce dimensional bodles, and (3) apertures with wires behind
them. Two aperture codes are the DASC and the BOR3.

o DASC (Diffraction by an axially slotted cylinder). This
. code was developed at the Harry Diamond Labs [C-43] and
) was written to yleld basic information concerning the scat-
tering of monochromatic plane waves by a missile-like body
with an axial slot. The missile body is simulated with
a cylinder of infinite length.

o BOR3 -- Syracuse University [C-Ul#i] developed this aperture
code. The code incorporates a method for predicting the
field penetrating a circumferential opening in a body of
revolution and is based on the method of moments and an
aperture equivalence theorem. The code has been applied
to missile-like cavities illuminated by an obliquely inci-
dent plane wave.

50.3.4 CABLE CODES. The cable or transmission-line codes treat cables,
wires and many antennas by using circuit-type equationas to express
the currents on the wires and potentials between the wires. Some codes
operate in the time domain while others use Laplace or Fourier transe
forms. Two principal types of transmission line configurations are
treated: (1) injected signals propagating down the line in the trans-
verse electromagnetic mode and (2) longitudinal electric-field coupling
into the lines. The codes all assume that the wavelengths of interest
are large compared to transverse dimensions of the line.

A number of cable codes have been developed for transiert analy-
sis intended primarily for EMP analysis. In many cases the codes
are for special configurations such as underground cables or cables

®
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above lossy earths and the codes are not adaptable to a generalized

EMR analysis. However, it is conceivable that transient analysis may

be used in EMR analysis in special oases, such as fur short pulse radar

environments. For this reason, several cable codes that utilize trans-

ient analysis are included here. .

) NLINE {N-Conductor Transmission Line) -- NLINE was devel-
oped by the Harry Diamond Laboratories [C-45] and is used
to compute the currents and voltages induced by an incident
electromagnetic field at the terminations of a multiconductor
transmission line.

) TART -- This code was developed by BDM [C-46] to calculate
the transient voltage or current response at the terminals
of a dipole, monopole, or loop antenna, or a two-wire trana-
mission line excited by a general transient electromagnetic
field.

50.3.5 CIRCUIT ANALYSIS CODES. Circuit analysis codes incorporate
models of resistors, capacitors, inductors, transistors, tubes, etc.,
and are used to perform a detailed analysis of coupled EM energy into
the circuit level. Such an analysis may use the component data and
squivalent circuits found in Appendix E. Generally circuit analysis
programs can treat ac and de circuits and can be used for frequency
sensitivity calculations. Codes are available for the frequency and
time domains. Two circuit analysis codes are SCEPTRE and TRAFFIC.

0 SCEPTRE (System for Circuit Evaluation and Prediction of
Transient Radiation Effects) =-- The code waz developed
by IBM under the sponsorship of the Air Force Weapons Labore
atory and the Defense Nuclear Agency [C-47]. SCEPTRE ana~ .
lyzes the transient and frequency response of electronic
circuits. The code uses a free format, problem oriented
language to describe circuit topology.

o] TRAFFIC (Transfer Function for Internal Couplimg) -~ TRAFFIC
[cu8] is a component of the larger PRESTO program. Both
were developed by the Boeing Aerospace Company under Defense
Nuclear Agency sponsorship. TRAFFIC uses a nodal admittance
matrix approach to solve linear circuits at user-specified
frequencies. The calculations are performed in the frequency
domain. Sparse-matrix techniques are used for efficient
solution of large networks.

60. INTERACTION AND COUPLING APPLICATIONS. While rigorcus solution
of typical EMR interaction and coupling problems is largely impracti-
cal, results of engineering accuracy are obtainable using canonical
models. A canonical -model [C-49] is a structure having a simple
configuration that 1is used to represent the more complex real world
structure. For example, the straight-cylinder canonical model may
be used to represent a missile from an electromagnetic standpoint.

An aircraft may be represented by a combination of canonical models
such as a cylinder and flat plates. It is the task of the analyst
to select cancnical models for the real world problem he is attempting
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to solve and to determine how "good™ the model actually represents

the real world problem. The goodnesas evaluation may be done by data
comparison with measured data from other systems or by data ocoaparison
with other computer models. In some cases data ocan be obtained with
scale wmodels,

In seleoting canonical models, the analyat must consider the
size of the structure in terms of the wavelength. For example, stick
models (connected thin-wires) may be adequate to study reaponses
on an airoraft when the aircraft is small in terms of a wavelength.
However when the airoraft is large in terms of a wavelength, the
stick model is not appropriste since ciroumferential ocurrents and
diffraction from wing edges must dbe included. As another example,
consider the aperture problem. The fields and currents around a
small aperture may be treated as localized when the aperturs is in
a struoture that is large in terms of a wavelength. When the structure
is small in terms of a wavelength, loocalized treatment is not appropriate
3inoe reacnanoss on the structure may affect the ourrent distribution
in the vicinity of the aperture. '

Another approach in lieu of the canonical model technique is
the use of worat-case models that establish an upper bound for a responss.
The approach is particularly useful when little information is availe
able about the functions and geometry of a system, as in the early .
stages of development. The tendency with this approach is to over
harden or over protect a system thus causing unnecessary adverse effects
on system performance. The analyses must be refined through more de~
tailed analysis or testing as a system progresses in its development.

An important consideration in interaction and coupling applica-
tions is the degree of accuracy in the geometric data desoribing a
system. Many times, the coupling paths into a system are inadvertent
and not truly definable., Consider a small inadvertent aperture with
a diaseter (d) located in a structure. The ocoupling through the aper-

ture is proportional to 43. A small inacouracy in the dimensions of

the aperture can have a significant effect on the coupling caloulation
accuracy. In situations like this, the best approach may be to initially
assume an axternal structure provides no shielding protection, and

when hardware becomes available, refine coupling estimstes based on
shielding effectiveness testa.

60,1 BASIC MODEL RESPONSE. This seotion treats techniques and basic
model responses that may be used in interaction and coupling applica-
tions. The basic models may be used to obtain voupling estimates (order
of magnitude type calculations) early in the system development or
may be used to oroas check computer code calculation results.

60.1.1 TRANSFER FUNCTION TECHNIQUE [C-50]1 [{C-51]. ‘The kind of probe
lem to be solved is illustrated in Figure C-8. A survey of the initial
systen design-will identify certain holes, domes, accesa doors, eto.,
in the missile skin which are possible severe ports of entry (POE).
Thus, 1t is desired to determine the response of a component in a sys-
tem to an electromagnetic field, Ei' incident on the system. The only

POE illustrated is a side opening. To deacribe the coupling of high
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Figure C~8. Aperture Coupling Approximation [C-28) .
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frequency eleotromagnetic energy to the component of intsrest, the
amount of coupling through the aperture in the aystem skin must first
be determined. Next, the way in which the energy is distributed through
the system, the degree to which the energy couples to system cables,

and the amount of loss encounterad in conduoting the anergy along cables
are determined.

The purpose of the coupling analysis is to determine the rela-
tionship between fields (Ei) incident on the system and the response
(Vt) in various components of the system. It is convenient for analy=-
sis purposes to break the transfar funoction thti into smaller parts.

One possible way to subdivide the overall transfer funotion is shown
in Equatiorn C-15:

Ve (B B Ve (C-15)
E, E "B E

There is an implicit assumption in this relationship that each reaponse

is unaffected by other responses. In other words, the reaction of

the intericr region does not affect the current distribution about

a POE. The {irst term on the right side of Equation C-15 represents
‘ ) the relationship between the field incident on the system (E,) and

the field present inside the system (Es)“ To determine the ratio of

fields inside the missile to incident fields, techniques to analyze
the coupling of electromagnetic energy through the various kinds of
apertures are required.

The second term of the transfer function relates the field (Es)
inside the system near some POE to the field (Ec) incident on the cable

connected to the component of interest. This part of the coupling
analysis requires that the fields coupled into cavities with complex
internal geometries be determined. Theory to rigorously define such
fields is under development [C-26]. The method to be used in this
approximate analysis will make use of the transmission characteristics
of apertures in infinite conducting planea to develop a first order
approximation for this term of the transfer function.

The final term relates the field (Eo) incident on the component

wiring to the response (Vt) of the component. This term will depend

on the receiving characteristics of the component and its wiring.
Ideally, the component wiring can be represented by antenna or transmis-
sion line models and the component can be replaced by an equivalent

load.

In analyzing specific systems, it may be necessary to expand
the terms of the transfer function to account for different internal
. J ~ structural arrangements. For example, 1f a component were located
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inside a metal package, it might be desirable to add a term to the
transfer function to account for coupling of energy through the package

POE"- “imilarly, if the point of exposure of the component cable
is a {*icant diatance from the component terminals, the cable atten-
uati «~t be accounted for by an additional ternm.

Once the transfer function relating component reaponse to inci-
dent field has been established, it can be used with degradation data
for the component under study (Vf) to determine the field (Er) at which

fallure may be expected as indicated in the following equation:

By
Vf x v:'- Ef {C-16)

By using the transfer function approach, the analysis may be
nade as general as is desired. The magnitude of each term of Equation C-15
can be determined in the same manner regardless of the type of compo-
nent under study. When studies of the susceptibility of other compo-
nents are conducted, the only quantities that change are the final
term of Equation C-15 and Vr of Equation C-16.

If some simple, approximate models are assumed to describe the
interaction of electromagnetic energy with systems, the maximum worst-
case response of the components can thus be computed. Thess models
permit the rapid, conservative estimation of the effects of particular
electromagnetic environments on systems. The models to be discussed
are for the high-frequency range (above 100 MHz) where coupling is
primarily controlled by openings in the system skin.

Consider the response characteristics of apertures in conducting
surfaces. Diffraction theory predicts that the field intensity on
the shadow side of an aperture in an infinite conducting screen increases
(approximately) directly with frequency up to the frequency at which
the aperture becomes resonant. (The resonant frequency for an aperture
is approximately that frequency at which its characteristic dimension
is one-half the wavelength of the incident radiation.) At frequencies
above resonance, the field intensity on the shadow side of the aperture
is essentially equal to that of the incident wave.

These response characteristics are illustrated in Figure C-9.
In this figure, the transmission coefficient (defined as the ratio
~of total power radiated by the aperture to the power of the incident
wave) of an elliptical aperture is plotted. At frequencies above reson-
ance, the value of the transmission coefficient 1s approximately unity;
that is, all the energy striking the aperture area passes through.
The point at which the value of unity is first reached is at 2a/} &~ 0.5.
Below resonance, the transmission coefficient of the aperture varies (approxi-
mately) directly with frequency.
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Figure C-9.
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The model used for the coupling through an aperture in a conduot-
ing plane is expressed in terms of the transfer funotion Equation C-15

f
E I for £ < fo

EE. - o (C~17)
i 1 for f > fo

where f ia the frequency and ro is the resonant frequency of the aper-

ture. The approximats transfer function is then represented by the
ourve of Figure C-10. This transfer function can then be used to esti-

~mate the magnitude of fields inside a missile skin in the near vicinity
of an aperture. These interior fields then ccuple to cables and wires
which are connected to the oritical circuits in question. The next
step in the approximate transfer function definition is that of desoridb-
ing the interior coupling.

The two remsining terms of Equation C-15 (viz. E,/E, and vt/Eo)

are discussed next. Two frequency regions will be discussed for the
second of these two terms; a low frequency region where wavelengths
are longer than the circuit wire and cable dimensions and a high fre-
quency region where these dimensions are comparable to wavelength.
First, consider the term Eo/Es'

ocomponent of interest are uniformly exposed to the field just behind
the aperture. Therefore, for the model, the second term of Equation C-15
is taken to be unity; that 1is:

The maximum response should occur when cables connected to the |

Ee
E
8

=1 (C=18)

The final term (V,./E ) of the transfer function represents the

response of the component wiring to the local field inside the system.
It is necessary to determine the internal coupling characteristiocs

for cables which are, in general, long in terms of wavelength. As
might be expected, the actual response of internal wiring is extremely
complicated. However, approximations may be made which should yield
reasonable estimates of the maximum coupling.

In the low frequency region, where circuit dimensions are small
compared to a wavelength, transmission line models are used. Paul
[C=52] has given an extensive discussion of a field-to-wire coupling
model which includes the transmission line model.
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Figure C~10. Approximate Aperture Transfer Function. ([C-51]
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In the high frequency region, the estimation is made by assuming
that the maximum expected coupling is no greater than that of a tuned
half-wave dipole for each frequency in question. In this case, the
Thevenin voltage (Vt) is given as:

\)

m'n

= Aa(£)d (C=19)

Then oombining Equations C-19, C-18, and C-17 gives a total transfer
funotion for the high frequency response:

s

%él'for £«
[]

o (C~20)

<

~t .
E

SN for £ > £
kA (o}

where fo is the resonant frequency of the aperture. This total trans-
fer funotion 1s shown in Figure C-11.

An alternative approach for the high frequency coupling problem
is based on directly estimating the power coupled to a resonant, matched
dipole. This method uses the above relation in Equation C-19 to deter-
mine the effective aperture of the tuned dipole to be:

A .. = 0.132% (C-21)

eff

The terminating impedance is assumed to be the conjugate of the antenna
impedance and antenna losses are neglected. Then the maximum power
an unshielded wire will pick up is given by:

P = Aeffpi

or 2
P = 0,132 P (watts)

(C=22)

which is the well known result for a half-wavelength dipole. Ag'in,
Pi is the power density incident on the interior subsystem of the mis-

sile. Above the resonance of the largest aperture, this is simply
the power in the incident field exterior to the missile.

A second assumption for very high fraquencies (A < circuit dimen-
sions) would be to assume that the effective area of the complete cir-
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cuit was equal to its actual area and that all power incident on the
cirouit was absorbed. For a given circuit, the larger of the two effec-
tive areas should be used to assure a conservative prediction. .

60.1.2 DIPOLE MODELS. The electric field dipole model was discussed
. in the previous section. This model is often used in worst-case type
calculations to bound the coupled power. For this reason, futher insight
into the dipole model is warranted.

Figure C-~12 shows an eguivalent circuit [C-53] for the dipole
model. ZA is the dipole impedance which is a function of frequency

and z.r is the terminal or load impedance connected to the dipole.

The equation V = hE is the relationship between the voltage induced
in the dipole and the incident electric field on the antenna. The
effective height is the quantity h. The maximum effective aperture
of a matched dipole is given by the equation:

V2
Aem * TFR. (c-23)
T
where v z induced voltage (volts)
P z incident power density (watts)
Rr z radiation resistance (ohms).
For a lossless, resonant (half-wavelength) dipole in {ree space with
a matched load, Rr is 72 ohms. The effective height (h) of a half- '
wavelength dipole 1s equal to A/n . The incident power density (P)
is equal to E2/120ﬂ . Substituting these quantities into Fquation C-23
gives: ‘
A = V2 - 120n EZAZ
em APRr 4“2 E272
= 29&3 = 0 13>\2 (C-24)
72n '

This is the relationship given by Equation C-21 in the previous section.
Notice this is the maximum effective aperture and to obtain this value
the dipole must be matched with 72 ohms.

Next it is instructive tc consider a small dipole (% << }),
The effective height of the small dipole is approximately equal to
its length. The maximum effective aperture of a short dipole is given
by:

Aem = (.119\° (C-25)

C-u2
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Figure C-12. Equivalent Circuit for Dipole Model.
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The maximum effective aperture of the half-wavelength dipole is about
1U peroent greater than that of the short dipole. The impedance of
the short dipole is given approximately by the equation:

2,2 '

z‘-T—jTI(lna- (0-26)
where L= length (meters)

As wavelength (meters)
as radius (meters)

The real term (radiation resistance) rapidly becomes smaller as the
wavelength increases and the capacitive reactance term becomes larger

as the wavelongth increases. For maximun power transfer, the asmal)
dipole must be conjugately matched which means a large inductance (high-Q)
must be edded tc the load.

Notice that the mnxinuh effective aperture of a matched dipole
and a matched isotropic antenna are not equal. The maximum effective
aperture of an isotropic antenna is:

.2 2

A
Aen ® %m 0.0792 (c-27)

The use of the matched half-wavelength dipole should be used
with caution for low frequencies where the structure becomes small
in terms of a wavelength. Swink [C-54] has done an extensive study of
the straight-cylinder with aperture canonical model. His results show
that the power delivered at low {requencies to a transmission line
in a cylinder is much less than the power delivered by a matched half-
wavelength dipole.

It is informative to derive the maximum availahle power from
a fixed length dipole for frequencies from well below to well above
the resonant frequency of the dipole., Figure C-13 is a curve of the
power delivered to the matched load of a 4.57 meter long dipole with
a one-volt per meter incident electric fieid.

60.1.3 CYLINDRICAL MODELS (C-2). As previcualy discussed, the straight-
oylinder structure can be utilized as a canonical model of a missile.
To develop further insight of this model, the external current distribu-
tion and interior fields of a cylindrical model are conasidered.

The model considered is a perfectly conducting tubular cylinder
of length (2h) and rad.us {a) shown in Figure C-14., It is assumed
that the incident electric field is directed ualong the axis of the
cylinder and that the radius of the antenna is small at the highest
frequency of interesat.
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Figure C~13. Dipole Maximum Power Transfer. [C-51])

C-45S




MIL-RDBR=333TUSANF)
15 JANUARY 1981

k- 28 .1

O-—z-h

inc

K J— 2z = <h

Figure C~14. Cylindrical Model [C-2]
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It can be shown that the peak current at any point on a oylin-
drical body is proportional to the length of the structure for CW exoi-
tation. This allows normalization to be used in response functions.

A variadle used in the normalization is the cylinder fatness, tradition-
ally svecified as o where:

¢ = 2 1n -2;'1 (c-28)

A missile which might be modeled by a ecylindrical body usually
has a relatively small total length to radius ratio. The appropriate
fatness factor 0 is about 5 or 6. Figure C-15 illustrates the depen-
denve of the induce¢ currents on 1 . Generally, the fatter cylinder
carries more current.

The ocurrents observed at fiva points along the oylindrical body
with end-caps were computed using the finite-difference approach.
The normalized CW transfer functiona (magnitude) along the strusture
are displayed as 2 function of normalized freqguency in Figure C-16.

To illustrate how the scattered field comporents on the outside
of a eylindrical body affect the fields penetrating a small aperture,
several examples are given, showing how the fields behind a circular
aperture in the cylinder depend upon the frequency and the location
of the hole in the cylinder. The g ometry of the example is given

) in Figure C-17.

Fields near a small aperture (koa <<1) inside a finite body

have been shown to be approximated closely by the fields lesking through
the same size hole in an infinite sheet. This result allows classical
diffraction theorv to be extended to predict the fields near the hole
inside a cvlindrical body.

Formulas are provided here for selected scattered field compo-
nents near an elliptical aperture in an infinite plate (see Figure C-18),
The scattered field components are normalized to the electric field
normal t0 the plate or the magnetic field component tangent to the
plate hefore the aperture was present, More general formulas sre avail-

able. We note the static (1/r3) dependence of the principle field
coemponents (Ex/Enor’ Hy’“tan> near the aperture, and the frequency

independence of the principle components. It should also be noted

that internal flelds are proportional to :? 5o that doubling the size

of an aperture would result in an eight-fold increase in the interior
fielde.

The data for the CH fields behind a circular hole in the side
of a finite cylinder are shown in Figures C-19 through C-21, These
data reveal that for holes near the center of the structure, the rela-
tive importance of penetraticn from the Htar component is greater than

for hcles near the enda of tre cylircder. Near the end of the structure,
cables trat run awav from the hele (but not past jt) may he mozt strongly

c-L7

A




D e ————

—r

MIL-WDBR-335(USA®)
15 JANUARY 1981

‘nﬂ F“ L] l"rlll L) i ] L} l1“'

F

0 e 3tnl2nle)

. ]
0.1

go"_ 3 et o aaal 4 P
0.1 1 10
- Normalized Frequency k b » wh/e (rad)
Figure C-15. Dependence of Center Current on Fatness [C-2)

C-48




' “"“.xl”n e n %""ﬂr(:?'"’»\'NfFT’W””T‘“WW“W?Q, T
o - N i b G Ty N Y . * i
: . ; S . 1

MIL-HDBK-335 (USAF)
15 JANUARY 1981

W’_ T 1 T TTTIT T T T VITTI =
:E‘M geh f1e 24n(2h/a)e 8 b
P L
B I.' e t/he 0 :

B z e =h g/he 3¢
- - }._,, t/h e 1/2 -

e/he 3/4

- 10 L :
LI = =
:F 3
o N _
- -

-T

’It’h.l h1
Normalized Antenns Current 2_{tmA/v)

L1 LIRS

-
o.a¢/4 LLgat BN ERI
0.1 1 _ 10 20

Normalized Frequency k h ® wh/e (rad)

Figure C-16. Transfer Functior for Total Axial Current on a Cylinder with
Endcaps. ([C-2]

C-49




MIL-HDBR~335(USAF)
15 JANUARY 1981

LOCAL COORDINATES
inside Cylinder

z*h

H - inc - H‘Glﬁ

tan
scat
Eum‘ ¢ Er
E‘” -2 @ ]

E [-‘!"h
o 20—

0- un(!.ﬂ) .5

ing the Fields Penetrating @ Circular

jcal Model for Calculat
{c-21

Cylindr
e in a Finite Cylinder.

Figure C-17.
Apertur

c-50




N ROV

MIL-HDBK=-335 (USAYF)
13 JANUARY 1981

’

x ﬂ, ’ 3
U4 s’
1 o’ 1.8
V4 I 4
"" :n‘

L
r %\ v

Shaps Factors for
3.6 piala Component
Equations Balow

* H
£ ™)
0.4
0.2
0
0
L

E:(x. o,8) 30 oy !: sk 2 E’(x,o,l) oy

tan r tan T

ro Valedd

Figuere C-18.
(c-2)

C-51

T

—i L] _:’ L n - .‘—r

02 04 06 08 1
lzlll
E (x,0,2 e lsn B (x,0,82) s’;ux
x22F, DT et fka¥
Enor r’ Enor 480% r

Selected Scattered Field Component for Diffraction Through an
Elliptical Aperture in an Infinite Perfectly Conducting Sheet




MIL-RDBK=330(USKRr7
15 JANUARY 1981

mO -r
10° 4
4
.E 10" <t
g€ 1084
W ,’\/‘
L 2 /‘\
\% 10" »
u 10+ ,/ Elxill ‘“"tnor
. "/ -----—!“mduotonm
] -ooooucooTom
0.1 4 —t— —+—t—t
N3 1 10
koh(rld)
& @
E
£
)
ﬂ!l
A
2
£
-
YY) Tom
0.1 +—t—t ——t—t
0.1 1 10
k_h{rad)

Pigure C-19. Normalized CW Fields Bahind a Circular Hole in the Side of a Finite
.  Cylinder, R = 6, u = 8/B, v = a/4. Hole Located at Z ~ h. ic~2)

c-s2 ®

—— e e i e e e




) mm‘ r'"\""wmvl!mv-‘m Q‘W.—.u

Figure C-2C.

T T, O T SR IO TN T A g -
S T I sl ‘.;N“}?‘\!‘“»’! ok m‘t“v:“m}}s"{wwh,

3

MIL-HDBK~-335(USAF)
15 JANUARY 1981

8- ‘ixun

[
LA 2 1 X _ J s‘x‘u
svsescase Tatal

duetol%m,
dueto!a.n

d
‘o - /
;'
! __a a . a A a
B B e | v 'y
e.1 ) 10
t°h(r-d)
10° H__ duetoE
trans o0r
seees atunl Gue to ahn
”: 2 ey Tou‘
-~ 10
£
i
4
“w 10
nﬁl
oy,
% q
= ! : \
014 -+t —+ +—tt
0.1 1 10

loh(rnd)

Normalized CW Fields Behind a Circular Hole in the Side of a
Finite Cylinder, 1 » 6, u = 3/8, v = a/4. Hole Located at

Z=3h/l4 [C-2]

C-53

3 NEWW‘WWFVR“?W!MW“W;“W“ T R




MIL~HDBK~335(USAF) —
15 JANUARY 1981

mre— Eaxnl due to t”’,
duotoik.n

‘0' X Y Y u“‘
@eseten et Toul

10®

4

!
10 T .
i

30°
36’1r
10
o

mll’ 21" tm~ %)

b1 —t—t  paan m
4 v 1
0.3 & b (rad) 10
[
‘os ’ ——-thm ‘u. 17 'Ewr
1 - w» moee N me to Hm

//V\fW

& ] ‘
w0 | +——1 +—t—t
kb (red) 10

nm_n’ £'™ tohm/m)
o ;_ii

e
. —

Figure C~21. Kormalized Cw Fields Behind a Circular Hole in the Side of a
Finite Cylinder, @ = 6, u = a/8, v = a/4, Bole Located at

2 = h/2. [C-2]

C-54




MIL-HDBK-335 (USAF)
15 JANUARY 1981

excited by the penetrating electric field. Lengthening the structure
increases this effect, since the scattered electric field outside the
cylinder is directly proportional to the length of the structure while
the scattered magnetic field is not (if the fatness factor, 2 , is
unchanged) .

These predicted fields can be used to estimate the response
of a small dipole or loop inside an aircraft or missile; however, exten-
sion of the available theory is required to obtain estimates of current
in more complex cables. Holes near the end of the cylinder san be
used to spproximate penetration through detector domes in the nose
of a misuyile. Holes at other locations can be used for penetrations
such as canard drive openings, access ports, etc.

60.2 SYSTEM RESPQNSE. The system response is determined by measur-
ing or calculating a voltage or current at a terminal in the miasile
electronica. The voltage or current 1s induced by EM energy which
illuminates the missile externally. The external environment aay be
characterized in terms of either peak or average values and the corres-
ponding peak or average current defined at an elsctronics terminal.
Generally, the system response is characterized through & "standard®
response. A standard reaponse is that level of external EM energy,
as a function of frequency, required to produce a specified voltage
or current at a circuit's terminal. o

In order to present a clearer understanding of system level
calculations, consider the system response of tne straight cylinder
model with a side aperture and a single transmission line located in
the interior of the cylinder. The general shape of the cylindrical
model coupling is shown in Figure C-22. The cylindrical model re-
sponse is shown in comparison to a matched isotropic antenna. Next
assume it is desired to calculate the rectified current in a component
located at the end of the interior transmission line., Let the maximum
rectification efficiency of the component be as shown in Figure C-23
(see Appendix E for this type of data). HNext multiply the ecupling
curve of Figure C-22 and the component response curve of Figure C-23
to obtain the composite curve shown in Figure C-24. The units of the

composite curve are A/(w/mz). Next determine the standard response
necessary to produce 1.0 mA of rectified current at the output of the
component. The standard response curve of Figure C-25 is obtained
by dividing the 1.0 mA by the composite curve of Figure C-24 and con-

verting the power density to dBm/cmz. It is this standard response

curve that can be compared to the EM environment profiles, or to nmeas-
ured data, to identify susceptibilities and hardening requirements.

70. ANALYSIS METHODOLOGY AND PROCEDURES. Now that the system consid-
erations, computational methods, computer codes, etc., have been dis-
cus=ed, a fundamental analysis methodology/procedures will be outlined
to tetter define the steps in an analysis and prediction effort,

70.1 FUNDAMENTAL METHODOLOCY. The fundamental methodology for an

analysis and predicticn effort may be represented bty the basic blocks
shown in Figure C-26. The procedures follow the gereral flow discussed
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Figure C-22. Asymptotic Coupling Response of Cylindrical Model with
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Figure C-23. Maximum Rectification Efficiency of a Component. [C-24]
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Figure C-24. Composite curve of Coupled Power and Component
Response. [C-24]
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in Section 5 -« EMR Hardness Design, but the emphasis here is on the
steps dealing with snalysis and prediction. The methodology set forth
here was adapted from work by Latorre [C-55]. Each blook of Figure C-26
consists of a decision structure with associated engineering operations.
The deciaion structure takes into account conatraints on time, money,
and other reaources. The cost-effective use of resources is provided
through efficient program managsment.

The first block -- System Functional Analysis == provides opera-
tions generally involving the entire system. In this block, the system
is broken into manageable subsystems, and performance specifications
are set for each subsystem. Here a criterion is considered to bs some
nsasure of system performance, while a specification is a predstermined
value for that oriterion. Typical system performance criteria may
be the tracking rate or the circular error probsbility (CEP).

Following these operations, the effect of the local electromage-
netic environment on the subsystems must be determined. This is acoom-
plished in two stepa. The first step is to determine the relationship
of performance to parameters of the local environment. This relation-
ship is defined as Component/Subsystem Susceptibility; operations re-
quired to obtain this relationship are performed in the corresponding
block of Figure C-26. Estimates of parameters of the loca)] environment
combined with subsystem susceptibility predict the performance of the
subsystem. Making these estimates constitutes the sacond step, and’
is provided through analysis and/or testing performed in the Interac-
tion and Coupling block. Note that the analyst does not care what
the precise susceptibility curve is or what the exact values of the ]
environmental parameters are. He wants to know if this system is hard.
By predicting upper bounds of performance and comparing them to lower-
bound susceptibility curves (curves implying a greater susceptibility
than actually exists), the analyst is assured that when he predicts
that the performance of a subsystem will lie within its specification,

it will.

In the block entitled Hardness Trade-Off, the analyst must decide
whether to protect a system based on worst-case predicticns of perform-
ance for all subsystems, If all subsystems appear susceptible, he
may elect to protect, or he may choose to reassess the system. The
dashed lines in Figure C-26 show the iteration path implied by the
latter option.

Operations within the final block (Hardening Design) identify,
develop, and enfoice procedures that will assure and maintain the hard-

ness integrity of the system.

70.2 SYSTEM ANALYSIS. The Systems Functional Analysis blook of Figure C-~27

has two purposes. First, it muat provide some environmental descrip-
tion of the system from which estimates of the environmental parameters
of subsystems may be obtained. Second, this block must set the subsys-
tem performance specifications that identify the acceptable performance
ranges for subsystems. A supplementary purpose is to identify system
factors influencing the hardness of subsystems. For a specific hard~
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Figure C-27. Expanded System Anilysia plock. ([C-55]

c-62




Pt ST LA

MIL-HDBK-335 (USAr)
15 JANUARY 1981

)

ness prodlem, the ingredients necessary to fulfill this block's tasks
are:

° Input data.

° A logio structure that allows selection of necessary opera-
tions commensurate with problem definition and the quality

and quantity of inmput data.
o The wmechanios by which required operations may be implemented.

Consider the hardness problem in which the analyst is given
subsystenm specifications and an environmental desoription that sllows
prediotion of environmental parameters. In this case, the role of
the 3yasten Funotional Analysis block is minimal, and the analyst pro-
ceeds to the other blooks of Figure C-26.

Now oonsider the case when subaystem performance specifications
are ndt given. The relevant specifications are generated from an over-
all system specifiocation. Subsystem performances are obtained from
values of subsystem perforsmance descriptors. Thus, to obtain perform-
ance specifiocations of subsystems, it is neocessary to know:

o The overall system speocification.

° Quantities that describe subsystem performance (performance
) descriptors).

o A desoription of the system by subsystems oritiocal to the
mission and amenable to hardness assessment.

If these factors are known, the analyst can then determine sub-
system performance specifications. So far, the procedures have assumed
that system specifications, subsystea performance descriptors, and
mission oritical subsystems were given. Jenerally, system specifica-
tions or specifications of a portion of the system are provided and
the analyst is confronted in the System Functional Analysis block with
the problem of firat decompoaing the system into subsystems and then
identifying subsystem performance descriptors that adequately measure
performance of each subsystem. Operations using this information and
the system specifications will then ylsld subesystem epecifications.

If, howsver, the specifications of a portion of the system are not

given, the analyst must rely on system's analysis to provide these speci-
fioations from the overall system specification. This involves the
identification of performance descriptors of thé system slements and

the determination of the ranges these descriptors are aliowed to assume,
based on the overall system specification. If the overall system speci-
fiocation 1s not provided, the analyst must first identify how the sya-
tem should perform in its environment (operational hardness oriteria),
then establish aystem performance desoriptors, and finally determine

system speocifications.

An analyst may feel it is not his responsibility to determine
‘ ] specifications on any portion of the system. He may feel that this
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performance specifications. Generally, the functional brsakdown of

‘a system and an asseasment breakdown will not be the same. Thus the
analyst is left with the task of determining how the subsystems result-
ing from his decomposition must behave in the EMR environment. Accept-
able tolerances in this behavior are subsystem specifications.

is the user's job. First, however, consider the case of subsystem I

Regardlesas of their origin, system and function specifications
are required to provide subsystam specifications. As stated previously,
these specifications are ranges of performance descriptors, such that

.values within these ranges assure tolerable system performance. Obvie
ously, before the analyst can identify subsystem performance desorip-
tors, he must first decompose the system into subsystems. Subsystem
decomposition must satisfy two requirements. First, the subsystems
must be oritical to the mission (i.e., dogradation in their performance
would deleteriously influence the outcome of misaions). Second, subsys-
tems must be amenable (best compromise) to both subsystem susceptibil-
ity analyses and interaction and coupling analyses. To satisfy this
last requirement, the analyst must weigh the accuracies of subsystem
susceptibility analyses for rough system decompesition against the
difficulties and accuracies of interaction and coupling analyses for
a finer system decomposition. Decomposition will generally be made
at metallic interfaces. Inputs required for the decomposition include
system descoription, system configuration, modes of operation, and con-
straints in operation.

In the diagram of Figure C-26, the feedback paths imply that
the analyst must generate information and then perform additional analy-
ses on that information to obtain his required output. The dashed
line covers the situation in which the analyst asks if the performance
specifications on certain subsystems cannot be relaxed. Consider
the case where, through analysls and testing, a set of subsystems
are found to be hard, but an additional set soft. It may be found
that the hard subsystems would remain hard if their specifications
were tightened, thereby relaxing those of the soft subsystems. The
end result may be a hard system.

The role of the System Functional Analysis block ceases when
subsystem performance specif'ications and environmentsl descriptions
have been generated and the allocation of resources for subsequent
.analyses has been provided. The analyst must now execute operations
performed-in_the Subsystem Susceptibility and Interaction and Coupling
blocks. L e L

70.3 SUBSYSTEM SUSCEPTIBILITY. Performance specifications provide
the allowable tolerances of performances. Changes in the values
of performances result from the existence of an EMR environment local
to that subsystem. Such a local environment includes incident fields,
ourrents on penetrating conductors, currents on cable sheaths, etc.
The variation in performances may be eatimated from values of governing
parameters contained within environmental parameters. These environ-
mental parameters include amplitude and modulation.
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In the Subsystem Susceptibility block of Pigure C-28, the
analyst determines the relationship cof performances to environmental
paraseters. These relationships will be referred to as susceptibility
curves (Appendix E). Prom such ourves, ‘allowable limits of environmen-
tal parametars are derived. These limits, when compared to estimated
values of environmental parameters derived through interaction and
coupling analyses, indioate the possible need for subsystem hardening.

Because of the complexity of moat subsystems, exact determina-
tiona of susceptibility curves zre impossible. Consequently, eatima-
tion is required. Eatimatos of susceptibility curves should astisfy
the oriteriocn that if environmental paraseters fall within environmental
limits, the system is hard, whereas, if they fall outside, the aystem
is conmidered soft but may, in reality, be hard.

The specific susceptibilities of guided weapon systems and
their subsytems is classified information, but pertinent discussion
may be found in References[C-56] through [C-60].

70.% INYRRACTION AND COUPLING. The purpose of the Interactioch and
Coupling blouk is to provide estigates of the values of those parame-
ters of the EM environment of a subsystem that are required in estimat-
ing the performance of that subsystem. The parameters requiring
estimation are identified in the Subsystem Susceptibility block and
are an input to the Interaction and Coupling block. Parameters that
may be of interest are amplitude and modulation within a given fre-
quency band, and amplitude samples of the frequency spectrum.

The estimates used in subsystem susceptibility are similar
to interaction and coupling estimates in that they should be made
on a worst-case baais so that a non-susceptibla system really is,
and a susceptible one may actually be non-susceptible. Once again,
it is desirable to have the capability to provide varying degrees
of estimation accuracy.

Estimates of interaction and coupling can be made in various
ways. PFigure C-29 illustrates the general coupling mechanisms involved
in the estimation problem. Estimates of coupling to subasystems can
ve made based on knowledge of fields and currents within the systenm
structure or from external surface currents, or made directly from
the free rfield. When internal fields and currents are used to estimate
the environmental parameters, it is necessary that external-to-internal
coupling modes be identified and the appropriate estimates provided.
Wnen the external-to-internal coupling results from surface currents
are used, it is necessary to estimate the external coupling modes that
result fros the direct interaction of the incident field with the exter-

nal systes configuration.

The analyst, in order to obtain estimates of environmental
parameters, must first identify his subsystem coupling problem.
Then he determines which cunonical foras will allow him to make the
estimates. This canon‘cal form permits him to identify not only
physical parameters associated with the subsystem problem but also
required independent variables. These variables are electromagnetic
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Figure C-28. Expanded Interaction and Coupling and Subsystem Susceptibility blocks.
[c-55]
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Figure C-29. General Coupling Mcdes. [C-55])
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quantities obtained either from external-to-internal coupling estimates
or directly from the incident field. To determine values of the
independent variables for external coupling wodes, it is necessary

to identify the coupling problem that exists and the canonical form
associated with that problem. This new canonical form identifies
physical parameters associated with the solutica of that problem,

and new independent variables. These new independent variables are
electromagnetic quantities representing the free fleld or currents
induced on the external system configuration. To obtain estimates

.. of these new independent variables when they represent external our=-

rents, we have to consider an external coupling problem. Again,

the analyst must identify the physical external coupiing problem

and associate a canonical form with it. With this form, he determines
the physical parameters associated with the problem, and obtains
estimates employing independent variables derived from the free field.
These estimates are values to be used in estimating the exernal-to-
internal coupling, which in turn are employed in subsystem coupling
problems to provide estimates of the environmental parameters. A
similar procedure is used when the other coupling modes are appropri-
ate. '

As in the Subsystem Susceptibility block, the first ingredient
is appropriate logic to asaist the analyst in the selectlion of the
proper interaction and coupling method consistent with the input
information, available resources, and problem reqguirements. A complete
description of the available methods and the necessary tools is also
required. The tools include computer programs, analytioal methods,
and descriptions of and results of experimental testing to obtain
the basic coupling data for canonical problem sets. From these data,
the analyst can estimate the coupling in a portion of the system.

The data needad to solve internal coupling problems include
direct conductor penetration ©o subsystems, coupling to cables, and
field diffusion to subsystem shields. For the external-to-internal
coupling problem, data are required for three major mechanisms:
coupling through apertures, field diffusion through structure shields,
and direct conductor penetration of structural shields. External
coupling data encompasses information on enclosures, long wires,
deliberate antennas, and appendages on enclosures.

Data obtained through interaction and coupling analysis and
that provided by subsystem susceptibility investigations are used
to determine hardness requirements. This step is performed in the
Hardness Trade-off block.

70.5 HARDNESS TRADE-OFF. 1In the Hardness Trade-off block, the analyst
arrives at hardness requirements and, if protection is required,
selects the most cost-effective scheme.

To accomplish the hardness trade-off, the analyst must make
estimates of both subsystem susceptibility and interaction and coup-~
ling. In addition, he must have access to hardness methods and de-
vices, device and mwethod data, costs (monetary, performance, mainten-
ance, and reliability), analysis and test methods, and costs of anal-
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vais anc¢ test. The above items, along with a logicnl trade-off strue-
) ture, are the easontial ingredients of the Trade-off block.

In the Trade~-off blook, the need for hardness has been detar-

mined, bhardness requiremonts have been identified, and the protection
" method has been selected. The next facet of engineering is the actual
dusign, fabricatiocn, and maintenance of the system.
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APPENDIX D
THE INTRASYSTEM ANALYSIS PROGRAM

10. INTRODUCTION. This appendix describes the Air Force Intrasystem
Analysis Program (IAP) {‘ncluding its components and related IAP stud-
iea. The information in this appendix is intended to give a user an
overview of IAP so that parts way be sdapted for an analysis and predic-
tion effort or mo that a user can make knowledgeable requeasts from
RADC/RBCT. The IAP'm cepability is periodiocally upgraded as new devel-
opments become available. To determine the latesat IAP information
or to inquire as to IAP support and services, users should contact
RADC/RBCT or RADC/RBCTI. The telephone numbers for the EMC/IAP Support
genggr (RADC/RBCTI) are commercial 315/339-3830 and autovon 587-2780/

1/88.

During the 1971-72 time frame, the Air Force, slong with indus-
try and the Rand Corporation, performed an extensive evaluation on
the effectiveness of system modeling programs used in the goquisition
process. From the evaluation, it was concluded that an analysis and
prediction capabjlity would improve the effectiveneas and reduce the
costs in achieving system compatibility. As a result of these studies,
HO AFSC assigned RADC the task of developing an analysis and prediction
capability applicable to the aocquisition of ground and aerospace sys-
tems. As RADC's work progressed, the Air Force realized a need to
expand the concept, and in 1974 introduced the Intrasystem Analysis
Program. The IAP provides a computer analysis capability for:

0 Assessing aystem compatibility in a systematic approach.
o Tailoring equipment specifications.

o Performing waiver snalyses.

© Analyzing design tradeoff's.

o Reducing the number of required tests.

o Predicting the effectiveness of hardness controls prior to
syatem deaign.

Since 1974, IAP has been, and is presentlv being, upgraded and improved ..
to increase its capability. Improved models, data base management
techniques, and computer code updates have been, or will soon be, imple-
mented within IAP. In 1978, RADC inttiated the EMC/IAP Support Center
to provide a central facility for IAP support and service to both gov-
ernment and industry.

20, OVERVIEW OF IAP. The IAP consists of several parts: the Intra-
svystem Electromagnetic Compatihility Analyajs Program (IEMCAP) and
several off-1ine models. The IEMCAP provides the basic systems level

. i analvsie and is the building hleck from which the total program evolves.
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IEMCAP is written in USA Standard FORTRAN IV, which makes it readily

adaptable to most computers. Included within IEMCAP are EM emitter

models, ooupling models, and receptor models. The off-line modsla

that comprise the second part of IAP extend the analysis capability .
boyond that of IEMCAP. These capabilities include wire/cadble ooupling,
computer-ajded circuit analysis, and eleotromagnetic field analyais.

Additional supplemental programs and models are available, or are cur-

rently under development, and will be included as a part of IAP in

the future. Supplemental programs are available for precipitation

statioc analysis and TEMPEST.

The wire/cable ooupling package oonsists of the programs XTALK,
XTALK2, PLATPAK, FLATPAK2, GETCAP, and WIRE. The computer-aided eir-
ouit analysis is contained in the computer code NCAP (Nonlinear Cirouit
Analysis Program). The General Electromagnetic Model for the Analysis
of Complex Systems (GEMACS) is a method-of-moments code for use in
elsctromagnetic field analysis. Each of these off-line programs ia
described further in the following sections.

30. JXEMCAP. IBMCAP s a link between equipment and subsystem EMC
performance and total system performance in an electromagnetic environ-
ment, IEMCAP was developed for the Air Force by McDonnell Aircraft
Company (MCAIR) in 1974 to facilitate computerized analysis in the
engineering of cost-effective EMC. Since its development, IEMCAP has
undergone several revisions. The newest released version is IEMCAP-05.
The documents describing IEMCAP and its use are:

o "Volume I -~ INTRASYSTEM ELECTROMAGNETIC COMPATIBILITY ANALY-
SIS PROGRAM ~ User's Manual Engineering Section," December
1974, RADC-TR-TU-342, AD-AO0B-526. .

0o "Wolume II - INTRASYSTEM ELECTROMAGNETIC COMPATIBILITY ANAL-
YSIS PROGRAM - User's Manual Usage Section," December 197h,
RADC-TR=TU-342, AD-A008-527.

0 "Volume III - INTRASYSTEM ELECTROMAGNETIC COMPATIBILITY ANAL-
YSIS PROGRAM - Computer Program Documentation,” December
1974, RADC-TR-74-342, AD~A008.-528.

Changes, additions, and deletions have been made to these volumes.
These updates may be obtained by contacting the EMC/IAP Support Center
at RADC. Also, the FORTRAN computer listing for IEMCAP may be obtained
through the Support Center,

Since the release of IEMCAP, additional studies and investiga-
tions have besn performed in support of IEMCAP. One study was per-
formed to determine how IAP and IEMCAP can best be implemented in the
weapons system procurement process. These reports sre:

© "Volume I - IEMCAP IMPLEMENTATION STUDY," RADC-TR-77-376,
December 1977.
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© "Volume II - IEMCAP IMPLEMENTATION STUDY, Annex: Electromag-~
netiec Compatibility Handbook for System Development and Pro-
curement,” RADC-TR-77-376, December 1977, AD-AO94-T738,

Another study was parformed to summarize, in a oconcise manner, the
required input parameters for the emitter models within IEMCAP. Along
with this information, the form of the power spectrel density and suge
gested frequency table input values to adequately represent the spec-
trum are presented. This study is reported on in: '

o "A SUMMARY OF REOUTRED INPUT PARAMETERS FOR EMITTER MODELS
IN IEMCAP," RADC-TR-78-180, June 1978, AD-A056-805.

The validity and usefulness of IFMCAP was assessed ‘n a study
effort. IEMCAP wes used to predict the EMC performance characteristicas
of the F-15 ajr suyperiority fighter airceraft. The aircraft was aimu-
lated using a comhination of known, measured, and approximated data.

In this velidation, the IEMCAP predicted the overall mystem compatibil-
ity, some isolated cases of interference, and the compatibility effec~

- tiveness of the subsequent fixes. This study is documented in reports:

© "Part I - INTRASYSTEM FLECTROMAGNETIC COMPATIBILITY ANALYSIS
PROGRAM (IEMCAP) F-15 VALIDATION ~ Validation and Sensitivity
Study," RADC-TR-77-290, September 1977, AD-AO45-034.

o "Part II - INTRASYSTEM ELECTROMAGNETIC COMPATIBILITY ANALYSIS
PROGRAM (IEMCAP) F-15 VALIDATION - Interpretation of the
Integrated Margin," RADC-TR-77-290, September 1977, AD-AOL5-

035.

Another study, bv the Aeronautical Systems Division (ASD), assessed
the effectiveness of the IEMCAP in predicting antenna-coupled interfer-
ence. The B-52 ajircraft was used in the case study and the IEMCAP
predictions were compared with actual measurements. The study concluded
that IEMCAP does correctlv predict a high percentage of actual interfer-

ence problema.

When using IAP for systems (e.g., aireraft, satellite, misailes,
etc.), data pertaining to the phvsical and electrical characteristics
must be collected. Much of these data are fixed quantities which are
used repeatedly with each analvsis of a svstem. For example, knowledge
of the reometrical shape of the exterior surface of an aircraft 1is
usually needed for en antenna-tc-antenna coupling analysis of the ays-
tem., Also, the locations and electrical characteristica of all electri-
cal equipment and intrasystem wire cabling are required for major analy-
ses, In order to aid users in performing analyses, it is intended
that a data base of physical anc¢ electrical characteristics of a large
number of systems be collected. The data for each apecific system
are stored on a System Data F¢le (SDF) for that svestem. Consequently,
it is intended that a =eparats SDF exista far each physical svstem.

The primary application of the SDF is to provide a source of input
data for any of the var‘ous IAP computer programs az needed for a parti-
cular analysis effort. The SDF is documented in reports:
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0 "System Data File (SDF) for the Intrasystem Analysis Program
(IAP)," Volume I - Deseription, Volume II - Surface Geometry,
RADC-TR-79-213, December 1979, AD-A080-584 and AD-A080-585, .

The IEMCAP documentation that has been described provides all
the necessary information for one to bescome familiar with IEMCAP.
However, it is an extensive task to start with those documents and
proceed to implement IEMCAP. The alternative and recommended approach
is to work through the EMC/IAP Support Center, which teaches training
courses and sponsors user forums.

40. WIRB-COUPLING MODELS. Crosstalk or eleotromagnetic coupling
between wires (oylindrical conductors) in rdensely packed cable bundles
ocan be a major contributor to the performance degradation in weapon
systems. IEMCAP provides a general analysis capability for wire-to-
wire ocoupling. The IEMCAP subroutines do not consider the simultan-
eous interactions between all wires in a cable bundle when computing
the coupling between a generator-receptor circuit pair. Each generator-
receptor circuit pair is considered individually, and the effects of
other "parasitic" wire circuits in a bundle on the coupling between
a generator-receptor circuit pair is not considered. This approach
was used for two reasons. First of all, such a model tends to give
an upper bound which is in keeping with the worst-case approach used
" in IEMCAP. Secondly, if the interactions of all the wire ecircuits
in, the cable bundle were considered, an NxN complex matrix must be
solved at each frequency. For large cable bundles, much of the IEMCAP
execution time would be consumed by the wire-to-wire coupling calcula-
tions.

To supplement IEMCAP's capability, a number of stand-alone com- .
puter programs have been developed. Once IEMCAP pinpoints a margi-
nal wire-coupling problem, these programs may be used to perform a
more fine-grain analysis to determine if, in fact, a problem exists.
These stand-alone programs are referred to as XTALK, YTALK2, FLATPAK,
FLATPAK2, GETCAP, and WIRE. XTALK analyzes three configurations of
transmission lines: (1) (n «+ 1) bare wires; (2) n bare wires above
an infinite ground plane; and (3) n wires within a cylindrical shield
which 18 filled with a homogeneous dielectric. All conductors are
considered to be perfect conductors. XTALK2 analyzes the same three
structural configurations as YTALK, except that the conductors are
considered to be imparfect conductors. FLATPAK analyzes (n + 1) wire
ribbon cables. All wires are assumed to be perfect conductors. FLATPAK2
analyzes the same configuration as FLATPAK, except that the wires are
considered to be imperfect conductors. GETCAP (an acronym for GEneral-
ized and Transmission line CAPacitance matrices) is utilized to calcu-
late the per-unit-length generalized and transmission line capacitance
matrices for ribbon cables. WIRE is a computer program which is designed
to caloulate the sinusoidal, steady state, terminal currents induced
at the ends of a uniform, multiconductor transmission line which is
illuminated by an incident electromagnetic field. The incident field
can be either a uniform plane wave or a general nonuniform field.
Three types of transmission line structures are considered. Type 1
structures consist of (n + 1) parallel wires. Type 2 structures con-
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sist of n wires above an infinite ground plane. Type 3 structures
consist of n wires within an overall, cylindrical shield.

At present, these stand-alone wire coupling programs do not
directly oconsider hranched cables. Also, they do not consider individu-
2lly shielded wires or twisted pairs. Current work is being directed
towards obtaining a single program which considers all these factors
4irectly and inoorporates the transmission line model. The IEMCAP
has models for all these situations. However, the models in the IEMCAP
are simple, lumped approximations to the coupling phenomena, whersas
tre stand-alone routines consist of the more exact multiconductor trans-

mission line parameter models.

An additional effort is directed to the field-to-wire coupling
model in the sense that the WIRE program considers interactions between
a2ll wires in the bhundle, wheresas the fleld-to-wire subroutine in the

IEMCAP does not. Current efforts are being directed toward verify-
ing, with exper‘mental data, the predictions of the WIRE programs and
updating the programs to directly handle branched bundles, individu-
allv shielded wirea, and twisted pairs.

The stand-alone wire coupling programs, which were developed
by the University of Kentucky, are described in a seven-volume series
entitled, "Applications of Multicenducter Transmission Line Theory -
to the Prediction of Cable Coupling," RADC-TR-76-101.

. o "Volume I - Multiconductor Transmission Line Theory," April
1976, AD-A025-028.

o "Volume II - Computation of the Capacitance Matrices for
Ribbon Cables.," April 1976, AD-A025-029.

o "Volume III - Predjction of Crosstalk in Random Cable Bundles,"
February 1977, AD-A038-316.

0 "“Volume IV - Prediction of Crosstalk in Ribbon Cables," Febru-
ary 1978, AD-A053-548,

0 "Volume V - Prediction of Crosstalk Involving Twisted Wire
Pajrs," February 1978, AD-AD53-559.

o "Volume VI - A Digital Computer Program for Determining Termi-
nal Currerts Induced in a Multiconductor Transmission Line
by an Ircident Electromagnetic Field," February 1978, AD-

AOS 3-560 .

¢ "Volume VII -~ Digita) Computer Programs for the Analvsis
of Multiconductor Transmissjon Lines," July 1977, AD-ADU6-

€62.

€0. NCAP. IEMCAP determines and analvzes system susceptibilties

using equipment emitter-receptor perts as= characterized by the user.

Fz~» finer analysis at the circuit level, ‘t is necessary to utilize
. ! a 2crmouter-ajded circuit analvsis prog=am., Such a code is available
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in IAP and is referred Lo as the Nonlinear Circuit Analysis Program

(NCAP). Both linear and nonlinear component and source models are

available in NCAP. Included are models for semjconductor diodes, bi-

polar junction transistors, and field-effect transistors. Diode, tri- .
ode and pentode models are avallable for vacuum tubes. Nonlinear mod-

els for resistors, capacitors, and inductors are also available. NCAP

uses a cirouit-oriented procedure, based upon frequency domain analy-

sis, for predicting many nonlinear effects in electronic cirouits,

NCAP ocan be used to analyze the nonlinear effects such as gain
expansion/compression, desensitization, cross-modulation, intermod-
ulation, and demodulation. For low frequencies, these nonlinear effects
are relatively easy to analyze; at higher frequencies, the task becomes
more diffiocult due to the presence of parasitic components. Thus at
higher frequencies, NCAP is limited to the 100-500 MHz frequency range.

NCAP may also be used to atudy the offects of modulationa induced
into a eircuit via the rectification mechanism for out-of-band RF or
microwave signals. A computer-aided analysis procedure, based upon
a modified Ebers-Moll transistor model, may be applied to predict the
induced modulation signal levels. Once the modified Ebers-Moll tran-
sistor model is characterized, NCAP may be used to determine the effect
of the induced modulation. Information on the use of the modified
Ebera-Moll model in other computer-aided circuit analysis programs
may be found in the McDonnell Douglas report MDC E1929, entitled "Inte-
grated Circuit Electromagnetic Susceptibility Handbook, Integrated
Circuit Electromagnetic Susceptibility Investigation - Phase III."
Further details on component susceptibility to electromagnetic fields
may be found in Appendix E. The documentation that describes user's
information has been released and is:

0 "Nonlinear Circuit Analysis Program (NCAP) Documentation,"
RADC~TR-T9-245, Volume I - Engineering Manual, Volume II
- User's Manual, Volume III - Programmer's Manual, September
1979, AD-A076-38L, AD-A076-596 and AD-A076-317.

60. GEMACS. IEMCAP calculates radiation coupling paths using trans-
mission line or dipole models that are simplistic, but whiech neverthe-
leas are an upper bound for the level of coupling. For more accurate
analysis than is possible with IEMCAP, GEMACS must be used to determine
radiation coupling paths. GEMACS uses the method-of-moments (MOM)
technique with the expansion function (sine + cosine + constant) and
the collocation scheme. A user may obtain the electrical currents,
far-field and near-field radiation patterns, antenna input impedance,
and antenna coupling parameters for wire antennas on structures repre-
sented by wire grid models. Thus calculation may be made to determine:
the coupling between a pair of antennas or between an antenna and a
conductor; the coupling of an external field to a conductor; the modifi-
cation of an antenna far-field beam pattern by the presence of nearby
obstacles causing radiation in undesired directions and; the level
of potential field hazards.

Basically, the MOM formulation takes the integral electromagnet-
ic field equation and transforms it into a matrix equation. The founda~
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tion of this transformation is the subdivisjon of the structure being
analvzed into a number of subsections, each of which is small compared
to the wavelength. The elements within the matrix represent the inter-
actions between the subsections into which the geometry is divided.

In the past, the MOM matrix has been limited to small systems
that can be represented by 300 subsections or less. Electrically,
this roughly correspcnds to a size of 30 wavelengths of wires or a
surface with an area of one square wavelength. This has not been due
to & limitation of the theory or the technique, but is a limitation
of computer resources needed to perform a MOM analysis. The computer

core storage goes up as Nz. and the solution time increases as N3.
where N is the number of subsections. GEMACS has circumvented the
computer resource limitations by introducing the handed matrix tech-
nique and out-of-core manipulation capability. GEMACS can handle ma-
trices much greater than 300. However, matrix sizes greater than 1000
become verv expensive, and use of such large matrices should be weighed
carefullv ir terms of the cost-henefit.

The MOM wire-grid model can be used only to solve external type
problems. For example, coupling through apertures in the skin of a
structure and coupling hetween antennas located on opposite sides of
a structure cannot he treated with confidence using a wire-grid model.
The reason for this is that the wire grid "leaks" through the mesh
in the model causing undesires coupling. If a "surface-patch" model
is utilized, these limitations will not be present. Efforts are cur-
rently underway to ‘mplement such a capability within GEMACS.

GEMACS has been very well documented and the GEMACS reports
are:

0 "Volume I - GENERAL ELECTROMAGNETIC MODEL FOR THE ANALYSIS
OF COMPLEY SYSTEMS - User's Manual," April 1977, AD-~AO4O-
026.

o "Volume II - GENERAL ELECTROMAGNETIC MODEL FOR THE ANALYSIS
OF COMFLEX SYSTEMS - Engineering Manual," April 1977, AD-
A0%0-027.

o "AN INTRODUCTION TO THE GENERAL ELECTROMAGNETIC MODEL FOR
THE ANALYSIS OF COMPLEX SYSTEMS (GFMACS)," RADC-TR-78-181,
September 1978, AD-A060-319.
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APPENDIX E
BSTABLISHING SUSCEPTIBILITY LEVELS

10. INTRODUCTION. The objectiv2 of this appendix is to provide data
and information on the susceptibility levels of a variety of solid-
state oircuits and devices commonly employed in modern air launched
ordnance sys.ems. It must be emphasized that a totally comprehensive
set of electromagnetic susceptibility (EMS) data is not available at
the present time; indeed, it appears to be an impossible task as the
development of new devices and integrated circuits outdistances any
attempt at a quantitative analysis of their susceptibility levels.
However, a wide variety of the available susceptibility information
and data is documented in this appendix. These data are representative
of components used in aystem hardware desfgn applications.

The domain of the EMS data presented herein is confined to the
frequency range from 220 megahertz to 9.1 gigahertz. The upper frequency
1imit is conaidered sufficient, owing to two major factors: (1) the
frequency reaponse of samiconductor devices and integrated circuits
(IC's) roll off quite rapidly due to parasitic and distributed capaoi-
tances, and (2) the coupling of RF energy onto system wiripg falls .
off as the square of the wavelength. Below 220 MHz, the component
responses level off as frequency decreases, as do the pickup responses
which are limited by mismateh effects. It is therefore believed that
the worst-case susceptihility levels are adequately covered by this
frequency domain.

The materizl which follows is divided into four major sections.
Section 20 i3 a qualitative overview of aome general susceptidility
characteristies. This should assist the system designer in understanding
the cause and nature of device susceptibility and direct him in the
selection of design guidelines for limiting potential system suscepti-
bility problems. Section 30 documents the available susceptibility
date on a variety of semiconductor circuits and devices. Section U0
discusses three possible approaches to extending the data base provided
in Section 30. Section 50 lists reference material.

20, GENERAL SUSCEPTIBILITY CHARACTERISTICS. Electromagnetic suscep-
tihility is defined as the characteristic of electronic equipment that
permits undesirable responses when the equipment is subjected to elec-
tromagnetic energy. There are three separate classifications pertaining
to the effects of coupled energy on electronic device performance {E-1].
These classifications serve to categorize the disruptive effects into
varving degrees of severity and these are: (1) interference, (2) degra-
dation, and (3) catastrophic fajlure. Interference is the lsast
severe effect and s defined as a reduction in the operational capa-
bility of one or more semiconductor device parameters in the presence
of coupled RF energy, with a return to normal operation when the energy
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is removed. A device which haa undergoneé degradation will still function

after removal of the RF energy, but with an alteration in one or more
parametars and/or a decrease in device i(irfstime. Catastrophic failure

is tha most severe effeci and is defined as psrmanent physical or elec-

trical damsge which renders a device nonfunotional with respect to ‘

its intended use.

The effect of coupled energy on a cirouit or subaystem level
can only be determined by the system designer. The analysis begins
with a deternminaticn of the effects on specific devices. By pinpointing
the susceptible devicas, the deaigner way then analyze the improt of
inverference, degradation, or catastrophic failure on circuit and sub-
aystem performance. This will, of course, depend on numerous factors
inoluding the characteristics of the coupled energy, device parameters
and operating oonditions, and the particular function of esch circuit

or subsystem.

20.1 RP POWER ABSORPTION. One of the mest influential tactors con-
cerning disruptive effects on semiconductor devices is the amount of
RF power absorbed. Holding all other parameters fixed, an increase
in absorbed power causes an increase in the llkelihood of a device
malfunctioning. It has been demonstrated that the ratio of incident
power to absorbed power may vary from approximately 2 dB to more than
20 dB {E-2]. It is thus the absorbed power that proves to be the more
reliable susceptibility parameter. The awount of power absorbed for
8 given incident power is influenced by the frequency of the RF signal,
the operating conditions of the device, the entry port characteristies,
as well as the impedance of the injection nort.

ractirication of the coupled energy at p-n junctions. Rectification

is effected through different physical phenomena depending on the device
type and fabrication technology. Studies done on bipolar transisiors,
for example, have indicated that rectification is caused oy both the
nonlinear characteristics of device p-n junctions and RF-induced ocurrent
~rowding resulting from the redistribution of junction current [E-3)
sinwever, for the purposes of this appendix, attention will be focused
on the general rature of the mechanism and its relationshir to device
susceptibility levels.

The basic mechanism in the disruptive effects of RF energy is ‘

The initial effect of RF power absorption on semiconductor device
perforuance is interference. This typically ocours at absorbed power
levels of 10 mW or less. As the amount of absorbed power increases,
device degradation and eventually catastrophic failure will occur.
Device failure occurs when the RF power level is sufficient to generate
encugh heat L0 cause permanent physical damage to the device.

This appendix uses a worst-case approach to susceptibility analy-
sis and tnerefore will only include the interference levels for the
devices rnd circuits. It has been demonstrated that the upper interfer-
ence level and the lower failure threshold nearly coincide for digital
devices [E-Z]. On the other hand, the interference level in linear
devices can only be defined in relation to the operating conditicns
and circuit function (causing a very large spread in the possible levels
for a single device). A logical approach to this problem 18 to perform

E-2
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a8 worst-case analysis using some predetermined maximum tolerance &s

the interference level. The susceptibility level is obtained by refer-
ence to a graph which includes a curve for several different fixed
parametric values (all of which mav represent possible interference
levels). Once the maximum tolerable change in a particular parameter
is determined, the suceptinhility is then read off of the ahsorbed power

axis.

20,2 FREQUENCY AND MOBULATION. The susceptibility levels of nearly
all devices and IC's are influenced by the frequency and modulation
characteristics of the RF signal. Most components become less suscep-
tible as the frequency of the zignal increases. This is due, at least
in part, to the fact that most systam components are relatively slow
reacting. This trend can be expresaed theoretically in the form of
s rectification efficiency, which is shown to be frequency dependent.
Figure E-1 shows a model which may be used to describe the nonlinear
characteristics of a p-n junction {E-5). The nonlinear resistance
of the junction is described in terms of the voltage-current relationship

given by:

-1 (Vi
1y = Ite? 1) (E-1)

where Io and Q are treated as parameters to be determine& Ss necessary

[ I Rs R
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¢ * WORK FUNC!\ON OF JUNCTION
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Figure E-1. Model for p-n Junction. [E-5]
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to give the best representation of the junotion. The variable capaci-
tance represents the junction capacitance which varies with VJ. Nom{ -

nally, Ra represents the bulk resistsnce and Rp the various leakage .

paths. The rectification efficiency (n) is derived using a Taylor
series expansion about the dc bias voltage, thereby arriving at a series
expression for the average ourrent through the junction. The assumption
of a small RF signal amplitude leads to an expression invoiving the
recification efficiency, viz,

I =qp (E~2)

where:

L
"

rectification current produced by the RF signal
P_ = RF power abszorbed

rectification efficiency

3
]

N = Q R |
21 + aﬁ/n)2

(E-3)

-
"

dV/di for the junction characteristics.

Figure E-2 is a graph of Equation (E-3) showing the predicted
frequency dependence of the rectification efficiency. Clearly, the
decrease in n for frequencies greater than "ocutoff® (fo) implies a

decrease in rectification current for a fixed absorbed power level.

Two examples of measured rectification current in IC's (measured while

the devices were unpowered) are shown in Figure E-3 [E-4]. The 7400

NAND gate (bipolar) example uses the rectification current in th> collector
isolation junction of the output transistor. The U011 CMOS NAND gate
example monitors the rectification current in the drain-substrate junction
of the output transistor. Both demonstrate rectification efficiencies
varying inversely with frequency, as predicted. This trend will also

be quite apparent when viewing the composite worst-case susceptibility
curves of Section 30. In general, it can be =een that the susceptibility
levels increase with frequency (indicating a decreass in susceptibility).

While some variation in susceptibility can be measured over
broad frequency ranges, the primary response to an RF signal is not
to the carrier frequency, but rather to the envelope of the modulation.
Tests have been conducted where a video pulse shaped like the modulation
envelope was substituted for the modulated microwave signal. The failure
results vwere the same when either the video or the modulated microwave

signals were applied [E-6]. .

E-4
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Pigure E-2. Predicted Form of the Maximum Rectification
Efficiency Plotted vs. FMrequenmoy. [E-5)

The rectified RF signal will appear as a dec or video signal
depending on the modulation characteristics of the RF energy. For
a continuous wave (CW) RF signal, the rectified current (voltage) will
produce a dc shift in the quiescent operating point of the device.
A pulsed RF signal causes a superposition of a video sigmal, which
is a8 replica of the RF envelops, onto the original operating point.
The resulting dec or video signal may now propagate through the circuit
as trhough it were a legitimate signal and may thus affect circuit and
systex performance.

20.3 GENERAL CONSIDERATIONS CONCERNING SUSCEPTIBILITY. The previous
two sections addressed source-related factors (RF power, freguency,
and modulation) which af'fect the susceptibility of solid-state devices.
This section is directed toward a;...em~-related factors which may influ-
ance devioce susoeptibility.

20.2.1 DIGITAL VS. LINEAR. Semiconductor components function as
digital, linear, or hybrid units. In digital units, the output is
intended to vary discretely bestween two states, interpreted as being
either high or low. In linear units, the output varies continuously
and the information is derived from the exact output level. A hybrid
eireuit utilizes a comdbination of both digital and linear units.

Digital device susceptibility is relatively easv tc define.
One clear-cut way is to consider the absorbed power required to change
the output state of a device for a particular set of conditions. How-
ever, this creates some degree of obscuritv in that a range of voltages
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Figure E-3. Illustration of Rectification Currents in 7R00 RAND

Gate (top) and 8011 NAND Gate (bottom). [E-4)
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exist which may be interpreted by the cirocuit as high or low. One
solution to this apparent difficulty is to define aeparate signal levels
which, for the purpose of an example, shall be designated aas voltages

A, B, and C. Level A pertains to the manufacturer's specification

of the guaranteed voltage limjit for proper interpretation of the logic
state. Levels B and C correspond to increasing degraes of uncertainty
(to be defined in Section 30) and increasing noise level. Operation
below Level A guarantees correct interpretation of state while operation
above Level A may be somewhat risky. Therefore. level A may be used

for an initial worst-case analysis of a systenm.

Linear device susceptibility, in contrast to that of digital
devices, ocan only be defined in terms of circuit or sudbsystem function
and operating characteristics. Each linear unit has a specific function
to perform and the accuracy or stability with which a signal must bs
maintained depends on the particular system requirements. For example,
Figure E-4 {llustrates the effect on output voltage of injecting 220
MHz energy into the non-inverting input of a 741 operational amplifier
[E-7]. Clearly, the level of absorbed power required to cause interfer-
ence is dependent upon the circuit funetion. The c¢irocuit designer

220 M
100
¢ -e -.'.. oo
o + 2%
. o B -
2
20 -~
8 £
-2.0 1-124.:
- -
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-0
-10.0 - — —_—
vw-? w' w0? 10! w? W
POWEA ASEORSED (W)

Pigure E-4. TU41 Operational Amplifier Susceptibility Data--
RF Injected Into Non-Inverting Input. [E-7]

E-7




MIL-HDBK-335 (USAT) -
15 JANUARY 1981

must determine what constitutes interfertnce for the cirouit in question
based upon a knowledge of the susceptibility of representative linear
devices, their interrelationship within the circuit or subsystem, and
the system requirements.

Linear circuits are generally used to perform more sensitive
functions than digital circuits. . It might therefore be expected that
digital circuits would be less susceptible than linear circuits to
coupled RF energy. Studies conducted to compare the relative suscepti-
bility levels of representative digital and linear devices have demon-
strated this to be true [E-8]. Twenty different digital and linear
devices were tested using reasonable criteria for the minimum and
maximum susoeptibility threshold levels. The particular devices used
are listed in Tables E-1 and E-2, and a summary of the results is shown
in Figure E-5. The designer is usually concerned with the worst-case
conditions and therefore is more interested in the minimum threshold
levela, The minimum interference levels of the linear devices are
below those for the digital devices at 21l four test frequencies, by
the following amounts: 30.8 dB at 220 Miz, 12.3 dB at 0.91 GHz, 19.7
dB at 3.0 GHz, and 31.0 dB at 5.6 GHz. For linear devices, the most
susceptible port was generally found to be an input (usually the inverting),
vwhile for the digital devices it was most often the output port operating
in the low state. ‘

20.3.2 FABRICATION TECHNOLOGY. There are three major technologies
avalilable for device selection by system designers: bipolar, MOS,
and hybrid. Investigations have been conducted concerning the possible
differences in EMS between similar devices from each technology [E~9]
The devices selected were a 7400 bipolar NAND gate, a 4011 CMOS NAND
gate, and a 2002 DTL high power driver. Interference and failure data
were recorded at test frequencies of 220 MHz, 910 Miz, 3.0 GHz, and
5.6 GHz.

Interference levels were selected from the individual device
specification sheets. Figure E~6 shows the results of the interference
measurements. Although the CHOS deviced appeared to be slightly less
susceptible to RF interference than the bipolar and hybrid devices,
the variation was limited to a 10-dB band and may be considered insig-
nificant. A comparison of the peak pulse power level required to cause
failure for the three types also ,esulted in a 10-dB maximum spread
and at a level approximately 30 dB above the minimum interference threshold
level band.

It appears that the particular fabrication technology, in itself,
does not significantly influence the RF susceptibdility of semiconductor
deviges.

20.3.3 PACKAGE EFFECTS. Considering that semiconductor device pack-
ages are not designed for RF transmission, it would be reasonable to
assume that reflective and absorptive losses would vary with package
style. . Reflective losses arise from the microwave mismatch provided
by the packaged IC to the nonideal transmission line represented by
the system cabling. Absorptive losses result when energy is dissipated
in the package as it js delivered to the chip, If these losses did

E-8
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figure E-5. Maximm and Minimum Susceptibility Threshold
Levels for Linear and Digital Devices. [E-8]
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Pigure E-6. §011/2002/7H00 Minimum Interference Level
Comparisons at Four Prequencies. [E-9]}

‘ndeed varv between package styles, the designer would have a means
of reducing circuit susceptibility by selecting the least susceptible
package type.

Studies to determine whether or not potentially significant
differences in reflective and absorptive losses exiat have been performed
using three representative IC package types [E-2]). Figure E-7 contains
nutliine?d {llustrations of the packages used in this study. Absorptive
1nses measurements were performed on specially fabricated TO-5 and DIP
packages, and reflective loss measurements were performed on 7400 NAND
gates in DIP and flat packages and 741 operational amplifiers in TO-

5 and flat packages. Measurements did not indicate that reflective

or absorptive losses were significantly influenced by package style.
These results suggest that the choice of package style is inaignificant
in terms of affecting system susceptibility.

20.3.4 GAIN-BANDWIDTH PRODUCT. An important transistor parameter
indicative of high-frequency response is the gain-bandwidth product
’FT\. ¢t equates to the frequency at which the current gain falls

to unity magnitude. Devices with high values of FT would be expected
to be m~re susceptible to RF energy than those with low FT values since,
by defi=ition, they are more responsive to high frequency signals.




MIL~HDBK-335 (USAF )
15 JANUARY 1981

0# e S 28 m—j\

N LT (e i oy
B L1101
!l n — ||l
)
o0 [~

. Ay
S === 00

£
Ed
38

004 o i
o F—ax — Bl e b
10 Lead Fiat Package (F) 1¢ Load Fiat Package (F)
FLAT PACKAGES
030
o C )
0% .02
0015
14 Lead Cavity DIP (D)
DIP PACKAGE
o5
-—1 o.20" '—- "wg DiA.
. I 3 “‘" oo
s XD Y L
s wa N HEs
"l |
ADS
cs'smu.u --—-L--—l l l\:}fo
SPACED 3 Lead T0-5 Metal Can (H) b

T0-5 METAL CAN

Figure E-7. Illustrations of Representative Integrated Circuit
Package Types. (E-2]

v o

e —— s .




AT A

T

MIL-HDBK~335 (USAF)
15 JANUARY 1981

There exists a significant relaticnship between FT and the recti-

fication efficiency. This ts illustrated in Figure E-B, where the
measured rectification efficiencies for various transistor types are
plotted as a funotion of their manufacturer's published FT values (E-3}.

This figure represents a diverse sampling including several device
types and manufacturing processes with sach vertical bar representing
the range of n measured for 10 transistors of each type. Despite the
diversity in the devices, transistor types with high FT'B generally

have larger rectification efficiencies than those with low values of
FT and are therefore more susceptible to RF energy.

20.3.5 OPBRATING CONDITIONS. The susceptidbility of a circuit to
RF interference is influenced to some extent by the operating conditions
of the semiconductor devices. The EMS of digital devices may be influenced
by the output states and the supply voitages (i.e. signal levels),
while bias levels, offset null settings, gain, and input levels may
influence the susceptibility of linear circuits.

2 GHz RECTIBICATION FACTOR
L4

GAIN BANDWIDTH PRODUCT FOR
VARIOUS TRANSISTOR TYPES

-0 100 1000 - 10000

'T Wy

Figure BE-8. Rectification Factor (n) of Various Transistor Types vs.
Manufacturer Specified Gain-Bandwidth Product. [E-3]
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Investigations of transistor susceptibility to 'conducted RF .
energy have shown that the base and collector bias networks can strongly
influence transistor susceptibility [{E-10]}. Through proper biasing,
excessively large collector currents caused by RF absorption can be
prevented. It is usually advantageous to the hardening problem to
operate potentially susceptible devices at high collector current levels
and low gain, if this proves compatible with other requirements. Large
signul levels also reduce susceptibility in that, for a given RF induced
offset, digital circuits are less apt to change states and analog circuits
will have a lower percentage change in the desired signal.

20.3.6 ENTRY POINTS. The sensitivity of the various device ports
to coupled RF energy can be a critical factor in relation to system
susceptibility. For example, signals coupled into a-sensitive port
such as the base terminal of a transistor may cause interference at
low absorbed power levels. On the other hand, a ground lead may be
able to tolerate relatively large RF power levels before interference
occurs. Figure E-9 illustrates the effect of injection port on device
Fuscegtibility for a TU00 NAND gate operated in an output high state

E-11 .

The actual injection port(s) will depend upon the interconnection
of device leads to the system cabling, which act as antennas coupling
the RF signal to the internal circuitry. One technique which may be
adopted is the use cf common mode rejection. The desired signal is
fed into a differential amplifier through an RF coupling device which
insures that interfering signals appear in equal magnitude and in phase
on each amplifier input. 1In general, the sensitive, highly susceptible ‘
circuitry should be isolated from probable points of entry of RF energy.

20.4 PULSE INTERFERENCE EFFECTS. Most of the severe electromagnetic
environments to be encountered by air launched ordnance systems will
be due to pulsed radar transmitters which radiate high peak power in
short pulses. A replica of the RF pulse envelope is created through
the rectification mechanism. The effect on circuit performance of
the resultant video signal can be predicted by considering basic device
limitations such as switching speed and propagation delay time in digital
devices and output slew rate in linear devices. Digital devices exhibit
bit errors under RF stimulation which can be related to peak RF environ-
ment levels. Linear devices often respond to the average level of
the environment. The following two sections summarize potential effects
of pulse signals on digital and linear circuits, including the results
from measurements on representative digital and linear devices.

20.4.1 DIGITAL CIRCUITS. RF pulse measurements made on a TUOO NAND
gate have demonstrated that the peak interference effect corresponds
to the peak RF power level according to CW response predictions [ E-12].
These measurements were performed using pulse widths as low as one
microsecond, at PRF's of up to 10 kHz, and at test frequencies of 0.22,
0.9%, 3.0, and 5.5 GHz. Figure E-10 displays typical observations
of induced pulses on the device output. The device response due to
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Pigure E-10. Typical Pulse Interference Effect on 7400 NAND ‘

Gate. [E-12]

RF pulses was essentially the same as the v‘ieo pulse response in all
cases tested. Also. the peak output during the time tne pulse was
present wac identical to th2 peak output observed under CW stimula-
tion.

Interference due to RF pulse signals may manifest itsel) ir
a bit error rate or, more subtlv, as an increase in the probability
of bit errors due to a rise ipr the overall noise level. For a repeated
interfering stimulus (e.g.. a pulsed radar enviranment), the overall
effect as measured hy the bit error rate depends upon the information
streair being processed by the circuit, *he clcek rate of the information,
the pulse width and pulse interval of the interfering signal and, to
some extent, the relative phasing cf the tw: pulse streams.

Figure E-=11 illustrates a {ew «% these ~oncepts. A data stream
nonsisting of alternating highs ard lows was supplied to a THOO NAND
gate [ E-'2]. An RF pulse iriected inta tre ‘-nyt inhibited the cutput
from geing high, which causes 3 Ti% ermpor o 2=y other hit fov the dura-
tion of *re pulas. Fn~ the case 27 an BT ¢ _<e iniented inte the output,
the nucput remained high, once agairn riving »co on a3 b error on
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every other bit. The maximum number of bit errors per NF pulse is
given bYy:

Bit errors (max) = (data rate) x (pulse width) (E-U)
Therefore, the maximum bit error rate is given by:
Bit error rate (max) = (datz rate) x (pulse width) x (PRF) (E-S)

Equation (E-5) can be normalized by dividing through by the data rate
term to give:

Funotional bit error rate (max) = (pulse width) x (PRF) = duty cycle (E-6)

The duty cycle of a radar gives the ratio of average output power to
peak output power. Cocnsider a simplistic example which ignores simul-
taneous interference on different devices and the poasibility of multiple
emitters. Using a duty cycle of .001 for a pulsed radar emitter powerful
enough to cause interference, a system designer could expect a bit

error rate equal to 0.1% of hia clock rate.

20.4.2 LINEAR CIRCUITS. RF pulse tests performed on a T4l operational
amplifiier have demonstrated that the interference effect in a linear
ecircuit is a simple superposition of the interference signal and the
nornzl device signal (E-12]. The teat configuration is illustrated
in Figure E-12. The interfecrence model which explains the observed
interference effects is shown in Figure E-13 and consists simply of
an offset voltage generator (vos) in the inverting input arm. The

dependence of Vos upon the RF drive level is plotted in the lower half

of the figure. For the partioular feedback network used, the influence
of Voa on the output voltage (vout) can be shown to be given by:

-R R, + R

v -2 v 4 An vy . (E=-T)
wsut Rin in Rin o8

The value of vos can be positive or negative depending on the port

of injection and the type of input transistors [E-13]}. 1If NPN transis-
tors are used, vos is negative for injection into the inverting input

and positive for injection into the non-inverting input. The polarities
are reversed for PNP input transistors. The other ports (auch as out . .

*vcc’ 'voc’ offset null, etc.) show a similar dichotomy and are resferred

to as inverting input-like and non-inverting input-like according to
the sign of voa“ Figure E-14 demonstrates the excellent agreement

of this model with the observed phenomena.
The output saturatior limits, which are determined by the positive
and negative supply voltage:=, set absolute limits beyond which the

output voltage cannot go. Thus, the maximum RF interference effect
depends upon the sign of Vos and the value of vout (with no RF present).

The output slew rate also sets a fundamental limit on the pulse response

E-18



MIL~HDBK~335(USAF)

15 JANUARY 1981

O

;%j:”’:[i’ vg%f

for gain of -10. =10 %
1n

a) RF injected into inverting input

out

Y
L

R
for gain of -10, l"':" s W O- Vee
n

| bi RF injected into non-inverting input

Pigure E-12. Test Configurations for 7§t Pulsed Interference Tests. |[E-'2)

E-19



MIL-HDBK~-335 (USAF)
15 JANUARY 1981

Yos
7 O
o—

L)

o +

(a) Interference Model

| ‘.o...po..o-

Yos (VOLTS]

.00 . e —a
w? ! n’ ! m? "

RF Drive Level (mW)

(b) Functional Dependence of VOS on RF Drive Level

Pigure E-13. Interference Model for 741 Operational Amplifier. [E-12]

520 o



MIL~-HDBK=335 (USAF)
15 JANUARY 1981

[¢L-3) -pesoduisadng acuodeay JY YITS SOIIS[29308amp Indang-Induy sl “qi-3 auniyy

[ 2

24 ON HLIM INIOd

SN11V¥3d0 _zw/

SOHS IV

.5:.58:
0313104

Y

29 22° 1V 180d A+ QNI Q23CNT Su

(51704 400,

E-2]




15 JANUARY 1981

capability of the amplifier. For an input pulse (square wave) with

a given pulse width, PRF, and amplitude, the output pulse will be either
trapezoidal or triangular with rise and fall times determined by the
slew rate. A triangular output would imply, neglecting the limiting
case, that the peak value was not reached and the inteference would
therefore be, greater for longer pulse widths. As with the 7400 digital
device, no PRF difficulties arise up to a maximum of 10 kHz {E-12].

Interference in linear circuits due to RF pulses depends on
many parameters such as the level of both the intended and interfering
signals, the pulse width and PRF of the interfering signal, response
times, and slaw rates. In many circuits, the interference may be treated
as noise and its effect on the signal-to-noise (S/N) ratio can be deter-
mined. For relatively simple interference pulse trains, Fourier analysis
will quickly identify the spectral components of the interference.
The zero frequency (dc) term is related to the average interference
level and is easily calculted from:

Average interference level = (peak value) x (duty cyecle) {E-8)

As an example, an interference pulse train with a peak amplitude
of one volt and a duty cycle of .001 will have an average interference
level of one millivolt. Such an interference level could be quite
serious in a low level pre-amplifier, for instance, but would have
little effect in a power stage. Also, many linear circuits interface
with “ransducers, electromechanical devices, etec., which have slow
response times compared to typical radar pulse widths. This class of
circuits would respond to the average value only.

On the other hand, tuned circuits can be expected to "ring"
when driven by short pulses, and hence, could respond to the peak ampli-
tude and PRF of the interfering signal. Comparator circuits would
also be expected to respond to the peak levels of the interfering pulse;
however, their finite slew rates may limit the response.

30. SUSCEPTIBILITY DATA. The objective of this section is to docu-
ment representative data on the susceptibility levels of many commonly
used devices and IC's. As was already mentioned, a totally comprehen-
sive set of EMS data is not available, and yet some means is necessary
for evaluating a component on which no data is accessible. Meaningful-
ness, practicality, and manageability considerations tend to dictate
the use of composite worst-case curves.

Information obtained from worst-case curves prove to be more
meaningful than data on individual devices. Susceptibility level con-
sistency is not designed into the manufacturing of present-day devices
and IC's. As a result, a sampling of a single device or IC type often
demonstrates a widespread variation in susceptibility thresholds.

As an example, consider Figure E-15, which was derived from a group

of ten "identical" NAND gates operating in the output high state (input
low) {E-11]. The effect of injecting a 220 MHz signal of sufficient
strength inte the input port was to change the output state from high
to low. Two of the gates changed state at approximately 10 milliwatts
while most of the others required over 100 milliwatts of absorbed power

E-22
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into Input of NAND Gate. [E-11]

to induce & similar transition, This represents approximately a 10
dB variation in susceptibility levels. A worst-case value of 10 mW
must be used unless the capability exists for measuring each device
individually (unlikely in a system with a few thousand components).

The use of composite curves aids in eliminating the need for
an unmanageably large volume of data. Figure E-15 pertains to only
one particular type of NAND gate. 1In all likelihood, a designer would
choose a NAND gate different from this particular one. Obtaining data
of sufficient scope using this approach would require a virtually limit-
less number of graphs (consider the number of graphs similar to Figure
E-15 required to cover but.a small portion of the device and IC types
available to a system designer). A set of composite worst-case curves
tend to be more practical. These curves can be updated quite easily
as more data becomes available. Figure E-15 would represent but one
point on a composite worst-case curve and this point would appear only
if the threshold (10 mW) were lower than that of all other NAND gate
types measured at 220 MEz. If a particular tvpe of component is not
included in the graph, the desicrer can be more confident in using
a value that is assumed to be renresentative (in the worst-case) of
the component under consideration. This worst-case approach affords

3
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some degree of safety but it does not necessarily creste unrealistice

hardening requirements. If the electromagnetic environment (EME) defines
a wide frequency band exposure. then there is a good possibility that

at some point the worst-case assumptions will come close to being satis-
fied.

This section includes data from thousands of tests performed
on semiconductor devices and integrated circuits. Continuous wave sig-
nals at frequencies of 220 MHz, 910 MHz, 3.0 GHz, 5.6 GHz, and
9.1 GHz were used in the testing of integrated circuits. EMS informa-
tion is documented on linear circuilts including operational amplifiers, .
voltage regulators snd comparators, digital circuits of the TTL and CMOS
families, and interface circuits of the line driver and receiver type.
Also included are interference data for bipolar transistors and failure
data for microwave point-contact diodes.

30.17 OPERATIONAL AMPLIFIERS. Operational amplifiers are often used
as functional blocks in more complex integrated circuits, as they are
probably the most common type of linear integrated circuit. The results
of numerous susceptibilitv measurements performed on several representa-
tive types are presented in this section. Table E-3 lists the types
of op amps that were tested [ E-13].

TABLE E-3
OP AMPS TESTED. [E-13]

741
108A
2014

207

oou2c

531

Op amps were found to be most susceptible to R energy conducted
into either of the input terminala. The interference effect, in this
case, is the generation of an offset voltage at the particular input
terminal that the RF entered. Figure E-16 1llustrates the offset voltage
generator, represented by VII' which occurs due to rectification of

the PF signal for the case of an op amp with NPN input transistors.
The polarities of the offset generator, VII’ would be reversed for

FNF type input transistors.
The susceptibility criterion used for these measurements was
the magnitude of vII' Figure E-17 shows the minimum power levels required

to cause offsets of magnitucde 0.05, 0,10, 0.15, and 0.20 volt. Other
effects such as power supply current increases were observed, but these
were either linked to the input offset tnrough circuit interactions

or they occurred at higher power levels.

E-24
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Figure E-16. Location of Offset Voltage Generator due to Recti-
fication of RF Sighal at Op Amp Inputs. [E-13)

Figure E-18 shows an op amp'operating in the inverting mode
with RF entering the inverting input. This figure is used to illustrate
the technique for deriving the relationship detween Vi and Your* '

A simple analysis using the virtual ground concept allows one to write
three equations which are sufficient for solution:

=0 (E-9)

“VIn YT 1 R ¢

VII - ir RF + vou,r = 0 (E-10)

i, = ~§i B ~(v

(E-11
F N + vy /Ry E-11)

IN

Solving Equation (E-10) for Your in terms of Vins 11 Res and ‘Rpy
yields:

Ve, +V R

IN 11 F F

v = - ——————anam—— R‘_ -V . -y —— -} — 1 (E-IZ)
ouT ( RIN ) £ 11 IN RIN II(RIN )

=

E-2%
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Pigure E-18. Inverting Amplifiar Circuit with Offset Generator
‘ Shown at Op Amp Inverting-Input Terminal. [E-13]

The interference effect seen at the output is a voltage offset which
depends on vix and the ratio of RP to RIN' Clearly, an op amp operated

with high gain (RF/RIN) and low input signal level will be highly sus-

ceptible to RF injected into the input terminal. Other op amp circuits
can be analyzed for interference effects in a similar manner, '

The minimum susceptibility levels for offsuet voitages other
than those shown in Figure E-17 can be estimated from the available
data. For offset magnitudes of less than 0.05 volt, the offset voltage
is approximately proportional toc the minimum RF power level, P(r,vII).

P(f,vII) indicates that the minioum power level is a function of frequency

and offset voltage. For offsets greater than 0.20 volt, the offset
voltage is approximately proportional to the square root of the RF
power level. Thus, a reasonable procedure for estimating the minimum
RF power required to cause offsets not shown in Figure E-17 iB:

(vIIIO.OBV) . P(£,0,05V) for VII< 0.05v
P(f.vn) - use Figure E=17 for O.OSVSVHSO.ZOV
(E-13)
2 .
(VII/O.ZOV) . P(£,0.20V) for Vit > 0,20V,

where P(f,0.05V) and P(f,0.20V) are determined from Figure E-17 at
the desired frequency.

E=-27
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30.2 VOLTAGE REGULATORS. Voltage regulators are common linear IC's,
of which many varieties are available. These devices may be divided

into two groups conaisting of 3-pin regulators and multi-pin regulators.
The 3-pin devices simply have input, output, and ground terminals.

They require no external compcnents, which is the major reason for

their widespread use. Multi-pin regulators do require external components,
usually resistive dividers and compensation capacitors, but they are

more ver=atile than their 3-pin counterparts. 1In general, multi-pin
regulators have either #, 8, or 10 terminals.

Measurements have been made to determine the RF suaceptibility
of both 3-pin and multi-pin regulators [E-13)1. The tests were performed
on 3-pin regulators, each having a nominal output voltage of 5 volts,
and on 8-pin regulators designed to yield a nominal output of 12 volts.
Table E-4 lists the types tested.

TABLE B-H
VOLTAGE RERGULATORS TESTED. {[E-13]

3-PIN (5 VOLT)

309
320
78M05

The 3-pin regulators were tested using a 7-volt input and six
different load conditions: output currents of 1amA, 20mA, 50mA, 100mA,
150mA, and 200mA. The 8-pin regulators were tested in the configuration
shown in Figure E-19, The susceptibility criterion for ali devices
was a 0.25 volt®ohange in the output voltage from the "no-RF" condition.
RF was conducted into each possible port; the output terminal was the
most susceptible in the 3-pin regulators, while the reference-bypass
and feedback terminals were most susceptible in the 8-pin dewvices.

The composite worst-case curves for voltage regulators are shown
in Figure E-20. Clearly, the 8-pin regulators are more susceptible
than the 3-pin regulators (by approximately 12 dB). An snalysis of
the regulator oircuit reveals why this is so. A functional diagram
of the basic regulator circult is illustrated in Figure E-21. Two
of the pins in the 8-pin devices correspond directly to the op amp
inputs. When RF is conducted into these pins, rectifiecation occurs
and an offset voltage appears at the amplifier input terminz's. This
interferes with the op amp's ability to compare the voltagc across
R2 to the reference voltage, which results in a deviation in the cutput

voltage.

reg

v)
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Pigure E-19. Circuit for 8-Pin Voltage Regulator Susceptibility Tests. [E-13)

In 3-pin regulators, however, the resistive divider is manufac-
tured directly on the chip. Therefore, the op amp inputs are inacces-
sible at the regulator terminals, which accounts for the lower suscepti-
bility of these devices. While the compensation and bypass capacitors
may offer some degree of protection by shunting the RF energy away
from the amplifier inputs, the difference in the measured susceptibil-
ities appears to be significant [E-13].

30.3 COMPARATORS. Comparators are common linear IC's used to detect
voltage levels in electronic equipment. Measurements have been made
on the RF susceptibility of several types of comparators. Table E-5
lists the types tested [E-13].

TABLE B-5
COMPARATORS TESTED. [E-13)

306
311
339
360
710
760
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Figure E-21. Basic Series Regulator Circuit. (E-13)

Susceptibility was defined in terms of changes in the comparator
switchpoints. For example, Figure E-22 shows a typical transfer curve
for a 710 type comparator. The output voltage switches between high
and low values for input voltages between -1.0 mV and +1.0 mV., Manufac-
turer specifications guarantee that switching will occur at input voltages
between -3.0 mV and +3.0 mV. However, coupled RF energy can cause
offsets in this switchpoint, thereby diminishing the accuracy with
which the comparator detects voltage levels.

The testing revealed that comparators are most susceptible to
RF energy conducted into the input terminals. This result was to be
expected, since comparators contain a differential pair input stage
similar to that in op amps, which are very sensitive to RF conducted
into their input terminals. Rectification of the RF signal gives rise
to an offaet voltage at the input terminal into which the RF is conducted,
causing a similar offset to occur in the comparator switchpoint.

Switchpoint offsets of +0.05, +0.10, +0.20, and +0.50 volt,
representing varying degrees of interference eflect, were sought in
the testing. Figure E-23 illustrates the minimum powers observed to
cause interference as defined by these four susceptibility criteria.
The devices were susceptible to a minimum of 0.025 mW at 20 MHz, using
the 0.05 volt offset criterion as the definition of susceptibility.
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Figure B-22. Typical Voltage-Transfer Curve for Type 710 Comparators. [E-13)

30.4 TTL DRVICES. The TTL line is the most widely used family of
digital IC's., Several types of TTL devices have heen measured to deter-
mine their minimum susceptibility levels to conducted RF energy [E-13].
Table E-6 lists the specific devices tested.

TABLE E-6
TTL DEVICES TESTED. ([E-13)

DEVICE NO. DEVICE TYPE
7400 QUAD 2 INPUT NAND GATE
7402 QUAD 2 INPUT NOR GATE
7404 HEX INVERTER
7406 HEX INVERTER (OPEN COLLECTOR)
7408 QUAD 2 INPUT AND GATE
7432 QUAD 2 INPUT OR GATE
7450 EXPANDABLE DUAL 2 WIDE,
2 INPUT AND-~-OR—-INVERT GATE
7473 DUAL J-K FLIP-FLOP
7479 DUAL D FLIP-FLOP
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Trree susceptibility criteria were used to define varying degrees
¢’ interference. These criteria were based on the manufacturers' speci-
fications for voltage levels in TTL circuits. The least severe inter-
ference effect, designated by criterion A, is the manufacture,'s guaran-
teed specification limit. This criterion characterizes interference
as a low state output voltage which exceeds 0.4 volt or a high state
output voltage below 2.4 volts. RF powers greater than the suscepti-
bility values given by criterion A do not necessarily cause malfunction
of the device, but the usual 0.4 volt noise margin is reduced, which
increases the risk of operation. At RF powers below the susceptibility
values given by eriterion A, no interference effect will occur.

Criterion B is the outer edge of the noise margin; it is exceeded
when the device low state output voltage is greater than 0.8 volt or
when a high state output voltage is less than 2.0 volts. Beyond these
thresholds, succeeding stages may misinterpret the logic state, resulting
in a bit error. Operation with RF powers above the susceptibility
limits for criterion B is not recommended due to the high likelihood
of logic state errors.

Criterion C defines the most severe interference effect. The
output voltage limits for this case, low output voltage greater than
2.0 volts or high output voltage less than 0.8 volt, are the voltages
at which state changes are certain. Bit errors and incorrect system
outputs would be expected for absorbed RF powers greater than the thresholds
specified by eriterion C.

Figure E-24 displays the composite worst-case susceptibility
levels as defined by each of the three interference criteria. Measure-
ments were also made using changes in the package supply current as
the susceptibility criteria [E-13]. However, it was found that signifi-
cant increases did not occur until the RF power level was far above
the levels sufficient to induce state changes in the output voltage.
It was also found that the differences in the susceptibilities of standard
TTL series (54/74), the low power (SUL/TH4L), and the high speed (SUH/TUH)
TTL circuits was probably not great enough to be significant [E-13)

30.5 CMOS DEVICES. CMOS IC's are widely used in logic applications
requiring low power consumption. The RF susceptibility of several
tyvpes of CMOS devices have been tested, including types with and without
protective input diodes [E-13]. Table E-7 contains a list of the device
types tested.

TABLE E-7
CMOS DEVICES TESTED. [E-13)
DEVICE NO. DEVICE TYPE
4011A QUAD 2 INPUT NAND GATE
40118 QUAD 2 INPUT NAND GATE
4007A DUAL COMPLEMENTARY PAIR PLUS INVERTER
40078 DUAL COMPLEMENTARY PAIR PLUS INVERTER
4001A QUAD 2 INPUT NOR GATE
4013A DUAL “D” — TYPE FLIP-FLOP
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As with the TTL susceptibility data, the thresholds for high
and low output voltages were combined and three distinct incerference
criteria were defined. The first criterion indicates when the output
voltage is no longer within the guaranteed specification limits. Manu-
facturers guarantee that the maximum low state output voltage is 0.05
volt and the minimum high state output voltage is 4.95 volts for a
supply voltage of 5 voltas., The devices continue to operate beyond
these thresholds, but with a reduced noise margin. The second criteria
represents the edge of a 1-volt noise margin, meaning the maximum low
output voltage is 1.05 volts and the minimum high output voltage is
3.95 volts. These values are gusranteed by the manufacturer to be
correctly recognized by succeeding CMOS devices. Operaticn outside
this range could result in logic state errors and is not recommended.
The third criterion was arbitrarily defined as a 2 volt offset from
the ideal output voltages. The thresholds are a maximum 2 volts for
the low output state and a minimum 3 volts for the high output state.
Operation outside this range has a higher probability of logic state
errors than the second criterion, and should be avoided.

Figure E-25 shows the composite worst-case susceptibility values
for the device types tested. The results indicate a minimum suscepti-
bility of 1 mW of RF power at 220 MHz. A comparison with the minimum
susceptibility for TTL devices at 220 MHz shows CMOS to be approximately
5 dB less susceptible. If the wider noise margin of CMOS is taken
into consideration, these devices appear to be approximately 10 4B
less susceptible than TTL devices.

30.6 LINE DRIVERS AND RECRIVERS. Line drivers and receivers are
often used to transmit digital data over long system interconnect cables.
The amount of RF energy conducted into these devices may be greater
than that of most other system components in that long interconnect
cables may be relatively efficient receptors of RF energy. Therefore,
special care should be taken to prevent interference from occurring
in these devices. Adequate shielding and a reduction of the data trans-
mission rate will ensure signals of acceptable guality. Measurements
have been made on the susceptibility of several representative line
drivers and receivers [E-13]. The data presented in this section should
enable designers to estimate the susceptibility of line driver and
receiver pairs and the reduction in data rate required for quality
transmission.

Table E-B lists the line drivers and receivers used in the testing.
Tests of drivers and receivers were conducted independently. The sus-
ceptibility criteria for line drivers were based on changes in the
output voltage from the nominal value. Each output terminal was con-
aidered separately, and the device was considered susceptible if either
output crossed the appropriate interference threshold. The 8830 and
9614 line drivers were tested with resistors across the output terminals
simulating normal terminations. The type 55109 and 55110 line drivers
have open collector (current type) outputs which were connected to
pull-up resistors and a +5-volt supply to give a 0-5 volt range for
the output voltage. When the drivers were in a nominal low state,
output voltage thresholds of 0.4, 0.8, and 2.0 volts defined increasing
degrees of interference. When the output voltage was in a nominal
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TABLE K-8
LINE DRIVERS AND RECEIVBRS TESTED. (E-13]

LINE DRIVERS LINE RECEIVERS
B830 8820
9614 9616
55109 65107Aa
65110

high state, increasing interference was defined by 2.4, 2.0, and 0.8
volt thresholds.

Susceptibility for line receivers was defined in terms of changes
in the input threshold voltage which determined the receiver switchpoint.
As an example, Figure E-26 shows the input-output transfer curve for

"
5 ﬁ
g
i 4
&
g
§ 3
§ 2
) |
0
-0.2 -0.1 0 0.1 0.2
INPUT VOLTAGE —~ VOLTS
Figure E-26. Typical Input-Output Transfer Characteristic for .
9615 Line Receiver. (E-13]
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a 9615 type receiver. At input voltages (differential input voltage
between the two input terminals) below -0.08 volt, the receiver input
voltage is 5.0 volts, which is a high state output. When the input
voltage is greater than -0.08 volt, the output voltage is 0.2 volt,

a low state output. Thus, -0.08 volt is the input threshold voltage
(vth)' Manufacturer specifications guarantee this threshold will be

between -0.5 and +0.5 volt for this device. A threshold voltage out-
side this range reduces the noise margin of the device and may cause
bit errors in noisy environments. Input threshold voltage changes

of 0.5, 1.0, 2.0, and 5.0 volts were used for the susceptibility cri-
teria during the testing. Threshold changes of 0.5, 1.0, and 2.0 volts
represent decreasing system noise margins. A 5.0 volt threshold change
denotes zero noise margin, and probable malfunction of the device.

Figure E-27 shows the minimum susceptibilities measured for
line driver and receiver pairs. Line receivers were found to be signif-
icantly more susceptible than line drivers, so Figure E-27 is actually
a plot of the susceptibility levels of line receivers. Since line
recelvers are the "weak link" of a line driver and receiver system,
the susceptibility of the pair is adequately described by the suscepti-
bility of the receivers alone. Line receivers were found to be approxi-
mately 7 dB more susceptible than line drivers. (However, line driver
susceptibility lies within 0.5 6B of receiver susceptibiljty at 910

MHz.)

The strobe and response-control terminals were found to be the
most susceptible line receiver terminals. However, the strobe and
response-control terminals, unlike the inputs, are rarely connected
to system interconnect lines, which may be the major receptors of RF
energy. Thus, the susceptibility of the input terminals may be more
important to the system designer than the susceptibilities of the other
terminals. The inputs were found to be approximately 4 dB less suscep-~
tible than is indicated in Figure E-27 (all points of which occurred
with RF conducted intc the strobe and response-control terminals).

Offsets in the threshold voltage have other effects on a signal
besides reducing the noise margin. Waere long lines are used, threshold
offsets can cause time variations in the received signals from those
sent by the driver. As a result, pulses may appear shi®ted in time
in the received signal, or have longer or shorter durations than in
the original signal. The quality of a received signal can be expressed
in terms of what is called "percent jitter" [E-15]. This is a ratio
of the maximum relative time variations in the original and received
signals to the minimum pulse period. Four example, Figure E-28 shows
two pulse trains. The upper trace is the pulse train entering the
driver, and which is to be sent by the system. The lower trace repre-
sents the pulse train which emerges from the receiver after transmis-
sion via the long signal line. 1In addition to a propagation delay,
the second pulse in the received train is shifted in time with respect
to its position in the original train. The percent jitter is:

t3 - t.,
Percent Jit:zy = ————= x 100% (E-14)
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Figure E-28. Illustration of Jitter in Signal After Transaission

via Long Line. [E-13]

The jittor is related to the data rate (or minimum pulse width)

and line length as shown in Figure E-29. This graph was made using
the following assumptions:

The driver "1" and "0" levels are matched exactly.

The receiver threshold is exactly the mean of the 1" and "O"
levels produced by the driver.

Time delays through both driver and receiver, for both logie
states, are symmetrrical and have zero skew.

The line is perfectly terminated.

The line charges at an sxponential rate.

The line was assumed to have a time delay of 1.7 naec/ft, which is
a typical value for a twisted pair line. Reference E-15 recommends
that systems be operated with a minimum pulse width (tui) greater than

4 times the rise time of the line (tr), which yields a jitter of less

than 0.002% under these conditions. Data with jitter greater than
100% are probably not recoverable. .
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Pigure BE-29. Signal Quality as as Function of Lire Length and Data Rate. [E-13].

If the effects of threshold variations are included in Figure
E-29, the graphs shown in Figure E-30 result. The differential line
voltage is assumed to be driven by voltages of ’vcc' Thpee conditions

are shown: Figure E-30(a) shows the jitter which results when the
threshold voltage (vth) is givan by -O.chsvthso.wcc.ﬁ‘igure E-30(b)

shows the jitter when -O.ZVO'QsV,hsO.Zvcc, and Figure E-30(c¢c) shows
the jitter when -o.uvccsvthso.wcc. Figures E-30(a) through (c) corre-

spond to 0.5, 1.0, and 2.0 volt threshold changss for the receivers
tested. Comparison With Figure E-29 shows thst the jitter increases
due to threahold voltage variations.

As an exampl2 of the use of these graphs, suppose that a designer
must drive a 100-foot line, ard desires s jitter of less than 5%.
The maximum Jata rata js determined from Figure E-29 to be 12 MHz.
If the maximum interfering =ignal expected to enter the system is 1
mW at 220 MHz, Figure E-27 shows that threshold variations of 0.5 volt
may occur. Figure E-30(a), which applies to the 0.5 volt threshold -
case, shows that a data rate of 12 Miz will result in approximately
159 jitter, substantislly higher than the desired 5%. However, by
reducing the data rate to 6 MHz, the 5% jitter requirement can be satis- .
fied even with the interfering signal present. This example clearly
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illustrates that in high intensity EM environments, it may be hecessary
to reduce the data transmission rate of a systenm. ‘

30.7 BIPOLAR TRANSISTORS. For ralatively low absorbed power levels
(typically below 10 mW), the response of an actively-operated bipolar
transistor can be explained, in part, by rectification of the RF signal
at a p-n junction. A complete explanation of the interference mechanism
must fnclude the effects of RF-induced current crowding [(E-16]. Exposure
to the RF signal causes the current distribution to be more heavily
weighted tcward the emitter edge (a low-gain region of the device).
Thus, the DC gain falls off quite rapidly with increasing RF power.

At higher values of absorbed power, the AC gain is also reduced, and
some stages of the system may saturate or malfunction as the rectified
current levels become comparable in magnitude to bias current levels.
The rectified signal manifests itself as either a DC change in bias
level or a video signal, each of which corresponds to the envelope

of the RF signal. The sensitivity of a particular transistor to inter-
ference is influericed by the circuit configuration and operating condi-
tions, the transistor structure, the speed of the device (gain-bandwidth
product), and the frequency of the interfering signal.

RF injection into the base terminal, with rectification at the
emitter-base junction. produces the greatest interference effect in
bipolar transistors [E-3]. This particular interference configuration
may be used for a worst-case analysis since the effects of injecting
RF power into the emitter and collector terminals are similar, though
less drastic. When an RF signal is applied at the base terminal, addi-
tional current must be supplied by the base bias source to maintain 0
a constant collector current. It has been found that the base current
which must be added is proportional to the absorbed RF power (square-
law rectification) up to power levels on the order of 10 to 100 mW.

This linear relationship has been found to hold at very low power levels
in measurcments extending down to a few nanowatts. At higher power
levels, other effects become operative and the linearity is lost.

Under these conditions, the emitter-base junction may become completely
reverse-biased, seriously degrading both the DC and AC current gain
[E-17). Degradation or device failure typically occur at absorbed

power levels on the order of 100 mW.

The ohserved response, for small absorbed power levels, may
he expressed by the following equations:
AIB z IB(Pa) - IBo ] nPa (E-15)
I = constant

¢

rectification factor for microwave energy
base current of transistor when mierowave energy is applied

=
uu

w
o
]

= base current of transistor in absence of microwave signal .
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‘ Pa ¢ absorbed microwave power:
I° s collector current.

If the base bias current is held constant and the collector current
allowed to vary,

AT = BnP. (E-16)

vhere £ is the low freguency AC current gain of the device. It has
been suggested that bias oonditions might possibly be adjusted to mini-
mize interference effects (decreasen ), but more work is required in
this area (E-1].

As the frequency of the interfering signal increases, the magni-
tude of n generally decreases. This is illustrated in Figure E-31
where n (here shown as a function of incident rather than absorbed
RF power) was measured for several stripline mounted 2N708's with the
8id of a Hewlett-Packard model 11608A transistor fixture [E-18]. Tne
rectification factor typically decreases at the rate of about 6 4B

per octave (i.e., an ! relationship).

The sensitivity of several device types is listed in Table E-9
. and represented graphically in Figure E~32, where the measured rectifi-
cation factor for 2 GHz microwave energy is plotted versus the manufac-
turer's specified gain-bandwidth product (FT). Each vertical bar repre-

sents the range of n values measured on a sample of 10 transistors
of each 2N-type, and it is seen that there is often a large variation
in n between otherwise “identical" devices. Despite the diversity
in the devices, transistor types with high FT values have, in general,

a relatively large rectification factor and therefore are highly suscep-
tible to RF interference.

The data also indicates that the structure of the device has
an appreciable influence onn. As a class, low frequency germanium
alloy transistors are the least susceptible devices, with some types

showing no directly measurable (n< 10'5 mA/mW) response to 2 GHz energy
(although they do respond to VHF energy). Silicon planar transistors
show a general trend of increasing sensitivity with increasing FT’

although when FT approaches 2 GHz, the measurement frequency, it begins

to decrease. Grown junction devices show a marked responase to 2 GHz
cnergy even though they have a rather low gain-bandwidth product.

These devices have a large emitter~base overlap diode where the base

wire contact is made to the base region of the transistor. This results
in a very low R for that region of the device which the RF energy excites.

can be demonstrated through a simple example. Suppose that the suscep-
tibility i3 to be determined at 6 CHz (CW) for a preamplifier stage
utilizing a transistor with a maximum - of ,00% amps/watt at 2 GHz.

. The use of the rectifjcation factor in determining susceptibility

~ he
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